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Abstract. ESSENCE is a candidate for the SHA-3 hash function competition initiated by NIST.
In this note we describe some non-random behaviour in the ESSENCE compression function,
including an input leading to the all-zero output. The results do not seem directly extensible to
the full hash function, and hence they do not seem to break any security claims of ESSENCE.
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1 Introduction

ESSENCE [1], designed by Jason Worth Martin, is a candidate for the SHA-3 hash function
competition [3]. In this note we describe some non-random behaviour in the ESSENCE com-
pression function. This behaviour does not seem to extend to the full hash function. Hence, as
far as we know, none of the security claims made for ESSENCE are invalidated. We now give
a brief description of the ESSENCE compression function. For a more detailed description, we
refer to [1]. Note that we ignore all details regarding how the compression function is applied
within the hash function.

1.1 Brief description of the ESSENCE compression function

The ESSENCE compression function accepts two inputs of eight words: a chaining input and a
message block. For ESSENCE-256, the size of these words is 32 bits, whereas 64-bit words are
used for ESSENCE-512.

The compression function makes use of a permutation denoted as E, which takes nine words
(the ninth word is not affected by E) as input. This permutation involves a non-linear feedback
function F', a linear transformation L, as well as some XORs and word moves.

The eight message words my, ..., m7 are used as the initial value of an eight-word state k.
We write k = (ko, k1, ..., k7), and k; = m; initially. k is updated in an iterative fashion by the
function F, where the ninth input word is fixed to zero.

Likewise, a state r is formed from the chaining input ¢, and iteratively updated by FE.
Initially, r; = ¢;. The ninth input word to F is in this case not fixed, but is taken from the state
k as k7.
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The non-linear function F' takes seven input words and outputs a single word. The linear
function L transforms a single word. The permutation E can be described as follows, where the
nine words forming the input are denoted x, ..., xs:

1. t«—a27D F($6, X5, T4,T3,22,21, 1’0) D L($0)
T7 < Tg
T < Ty
T < T4
T4 < I3
T3 < X2
T < I
T1 < Xo
X — tPxg

Note that zg does not change its value within E. In the state k, E is applied to the vector
(ko,...,k7,0), and in the state r, E is applied to the vector (ro,...,r7, k7).

The non-linear function F' operates in a “bit-slice” fashion; a bit in position 7 of one of the
input words affects only bit ¢ of the output. The exact specification of F' will not be described
here, but we shall mention some specific function values below.

The linear transformation L corresponds to the multiplication of the input word by a fixed,
full-rank matrix. Hence, it is easy to compute L~'. Moreover, we have L(0) = 0.

Note that k is never affected by the chaining input or by the state r; the evolution of k can
be seen as a message expansion.

The two states are iteratively updated N times, and the output of the compression function
is then formed as the XOR of ¢ and r. The value of N is a security parameter, and the designer
of ESSENCE recommends N = 32. Hence, we assume N = 32, but note that most of the
observations described in this note are independent of N.

Let the chaining value be the eight-element array c of 32-bit words. Let m be the message
input, also viewed as an eight-element array of 32-bit words.

For the following sections, we will mostly use ESSENCE-256 to illustrate the described
properties. Note, however, that the obtained results are applicable to both ESSENCE-256 and
ESSENCE-512. If the values of a 32-bit or 64-bit register are given, they will be noted in
hexadecimal.

2 Slid pairs

One may try to obtain two different inputs to the compression function such that one input
results in a sequence of states that is one step behind the other. If the chaining inputs are also
shifted versions of each other, then, due to the word moves taking place in F, this behaviour
would result in two outputs (after feed-forward) that are shifted versions of each other; i.e., if
the outputs are denoted R and R', then R; = Rj_; for 0 <i < 7.

Let two different inputs be (c,m) and (¢/,m’). What we require is that ¢; = ¢, ;, 0 <

i <7, and that E(mo,...,m7,0) = (mg,...,m%,0), and E(co,...,cr,m7) = (ch,. .., ¢, my) =
(¢fscos - - -, c7,m7). The last requirement means that ¢, must be chosen as follows:

¢y = m7 & cr & F(ce, 5, ¢4, 3,02,¢1,¢0) & L(co) - (1)

Note that ¢ for i > 0 are given by the requirement ¢; = ¢j_ ;.

As an example, let m; = 0 for all 7. Then we must choose m} = 0 for all i > 0, and m( = 1".
Here 1" represents the 32-bit or 64-bit unsigned integer of which all bits are set. Let ¢; = 0 for
all 7, let ¢, =0 for all ¢ > 0, and let ¢{;, = 1" (as computed from (1)). Then, the two outputs of
the compression function (with N = 32) are:



¢ [00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
¢ |f££££££f 00000000 00000000 00000000 00000000 00000000 00000000 00000000

m 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
m/|f££££££Ff 00000000 00000000 00000000 00000000 00000000 00000000 00000000
R |6b202ef2 bb610a07 97e43146 9bd34ae3 c8bc7cbf b8eeda3dc b6118dcb 775f7bbf
R'|cOTabcfa 6b202ef2 bb610a07 97e43146 9bd34ae3 c8bc7cbf bSeeda3c b6118dch

Notice that word ¢ in the first output is equal to word i+ 1 in the second output (0 < i < 7).
For every choice of (¢,m), an input (¢/,;m’) such that this property on the compression
function outputs is obtained can be found in time equivalent to about one compression function
evaluation. Hence, in total about 2°'2 pairs of inputs producing slid pairs can be found by the
above method. This observation can easily be extended to slide the output by 2,3,...,7 steps.

2.1 Slid pairs with identical chaining values

It is also possible to find slid pairs with ¢ = ¢/. Let the initial state of the register R be of
the form (co,co,...,co), where ¢g is selected randomly. For a message block m of the form
(mg, m1,...,m7) where m7 = F(cg,...,co) ® L(cp) and the rest of the m;’s are selected
arbitrarily, select m' as (mg,m},...,my), such that m] , = m; for i = 0,1,2,...,6 and
my = my @ F(mg,...,mg) @ L(mp). Then, the outputs of the compression function for m
and m’ also satisfy R; = R, for 0 <i < 7. It is possible to select ¢ in 232 different ways, and
for each selected ¢, we can choose 27%32 different message blocks, therefore the number of such
slid pairs is 22°6. As an example, assume ¢y = 243£6a88, which is the truncated fractional part
of 7, and all “free” message words are zero.

/12436288 243f6a88 243f6a88 243f6a88 243f6a88 243f6a88 243f6a88 243f6a88
00000000 00000000 00000000 00000000 00000000 00000000 00000000 f6bleb63
094e149c 00000000 00000000 00000000 00000000 00000000 00000000 00000000
be31aal0l eb6e9f07 e€ad99889 6fe79b44 391ccd35 67fdb8b6 fc3aalf6 6e80148e
£86d77c6 be3laall eb6e9f07 ead99889 6fe79b44 391ccd35 67f£db8b6 fc3aalf6
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To generate slid pairs with two shifts, a chaining value of the form (cg, ¢y, ..., cp,c1) can be
used. The message blocks m and m’ should satisfy the following properties:

mr = F(co,c1...,¢0) @ L(cg)
mGZF(Cl,Co...,Cl)EBL(Cl) ,

m;+2:mi, 1=0,...,5,
my =m7 ® F(ms, ..., mo) ® L(mo) ,
my = me ® F(ms,...,mo,m}) ® L(m)) .
It is possible to select ¢ in 22*32 different ways, and for each selected c, we can choose 26%32

different message blocks, therefore the number of such slid pairs is 22°6. As an example, assume
cp = 243f6a88 and ¢; = 85a308d3, which is the truncated fractional part of 7 (again, all free
message words are zero).

/1243f6a88 85a308d3 243f6a88 85a308d3 243f6a88 85a308d3 243f6a88 85a308d3
00000000 00000000 00000000 00000000 00000000 00000000 22e9a9d9 7731eb30
08c00c03 aa27bd16 00000000 00000000 00000000 00000000 00000000 00000000
36387da6 9e3e6521 63581dfc 7b2afeda d61e2f31 adae2cOc 9e997734 4dec9703
0ca99208 4de78c41 36387dab 9e3e6521 63581dfc 7b2afeda d61e2f31 adae2cOc
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A chaining value of the form (co,c1, c2,c3,co, 1, c2,c3) can be used to generate slid pairs
with four shifts. Then, the message blocks m and m’ should satisfy the following properties:

mr = F(c,¢1,c0,¢3,C2,¢1,¢0) @ L(co)

me = F(c1, co, 3, 2,1, c0,¢3) @ L(c3)

ms = F(co, c3,c2,¢1,¢0,C3,c2) ® L(ca)

my = F(cs,ca,c1,c0,c3,02,¢1) ® L(cy)
m;+4:mi7 1=0,...,3,

my =m7 ® F(mg,...,mo) ® L(mg) ,

my =me ® F(ms, ..., mg,mb) & L(mj) |

my =ms ® F(ma, ..., mo,mh,mb) & L(mb) |

mg = my ® F(ms, ..., mo,mh, mh,my) @& L(mj) .

It is possible to select ¢ in 2432 different ways, and for each selected ¢, we can choose
24%32 (different message blocks, therefore the number of such slid pairs is 22°6. As an example,
assume ¢y = 243f6a88, ¢y = 85a308d3, cy = 13198a2e, c3 = 03707344, which is the truncated
fractional part of m (all free message words are zero).

¢ = ('|243f6a88 85a308d3 13198a2e 03707344 243f6a88 85a308d3 13198a2e 03707344
00000000 00000000 00000000 00000000 874fa948 8e755570 db59a62al d5a48127
14b86019 al1lab2832 bd09925d f4beel01 00000000 00000000 00000000 00000000
1cf4e2cb 68c25266 1faclOc7 1fd3el53 964e39e2 c09fd97b 0ab087fb c3bbdo7d
8fb45c4f 5cbd7£f97 cbc3efb0 ec6389a8 1cfde2cb 68c25266 1faclOc7 1fd3el153

o o3 3|

3 Fixed points for reduced rounds of the ESSENCE compression function

If a fixed point for one step of the compression function can be found, this automatically leads
to a fixed point for all 32 steps of the compression function. After applying the Davies-Meyer
feed-forward, the resulting hash value will then be 0. We can thus find values ¢ and m for
which h(e,m) = 0, where h is the ESSENCE compression function. This is sometimes called a
“free-start preimage”.

If two different fixed points are found, this would lead both h(c,m) = 0 and h(¢/,m’) = 0,
giving a “free-start collision”, also called a pseudo-collision for ESSENCE. This collision is
preserved after the output padding is applied.

3.1 Fixed points for one step
The step update equations are as follows:
F(cg, c5, ca,¢3,02,¢1,00) ® 7 ® L(co) Dmr = cp
F(me, ms, ma, m3, ma, m1,mo) ® mr & L(mg) =my .

For a fixed point for one step, we have that co = c¢; = ... = ¢y and mg =m; = ... = my.
This is obvious: after one step, all register values move one place, but must have the same value
as in the previous step to form a fixed point.

F(COa Cp, Co, Co, Co, €O, CO) ©® Co © L(CO) ©® mo=c¢Co ,

F(mg, mg, mg, mo, mo, mo, mg) & mgy & L(mo)

I
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Which can easily be rewritten as:

F(co, co, co, co, €0, co, co) ® L(co) = mo
F(mg, mg, mo, mo, mg, mo, mo) ® L(mg) =0 .

As F(a,a,a,a,a,a,a) = 1" for all values of a, this results in:

mo = Lil(ln)
co=L ' mo®1") =L (1" o L Y (L'1")

(by linearity of L). Hence, one gets the following values for ESSENCE-256 and ESSENCE-512:

| |ESSENCE-256] ESSENCE-512 |

Co 993ae9%b9 |d5b330380561ecf?
mp| 307a380c |10ad290affbl19779

3.2 Fixed points for two steps

To find fixed points for two steps, the following equations can be derived:

F(c1,co, 1, c0,c1,¢0,¢1) ® L(cy

)
F(co, c1, co, €1, o, 1, c0) D L(co) =ma
F(mlam()aml?m()amlam(]aml) @L(ml)

)

F(m07m17m07m11 mo, mlamO) P L(mo

Here, F(a,b,a,b,a,b,a) = 1" @ b @ ab in algebraic normal form. We can then simplify the
last two equations:

1" mo @ momi D L(ml)

1" ® my1 & momy @& L(myg)

)

0
0.

Summing both equations, we obtain:
mo @ m1 D L(m1> ) L(mo) =0

Or, if we consider L to be the matrix of the linear function and I the 32 x 32 or 64 x 64
identity matrix:

We can check that I 4 L has full rank, so the only solution is mg = m;. The same reasoning
can be applied to the equations involving ¢y and c¢;, giving the only solution: ¢y = ¢;. This
means that there is only one fixed point for two steps, which is the same as the fixed point
we already found for one step. Note that this observation was also made independently by the
designer of ESSENCE |[2].

3.3 Fixed points for three steps

This is very similar to the previous situation, we now have:
my = F(mg, ma, my, mo, ma, my, mg) & my @ L(mg) ,
my = F(mz,m1, mo, ma, m1, mg, ma) & mo © L(ma) ,

mo = F(my, mg, ma, m1, mg, ma, my) ®ma @ L(my) .



Here F(a,b,c,a,b,c,a) = 1" @ b @ abe in algebraic normal form.
Which leads to:

mg = 1" @ mg & memima & my & L(my) ,
my = 1" @ my ® memima & mo ® L(ma) ,

mo = 1" ® mg © momima ® mo P L(ml) .

It is possible to eliminate the non-linear term by summing pairs of two equations together.
After eliminating mo, the following equation is obtained:

(I+L+L*»mo=(I+L+L*)m

As I+ L+ L? is of full rank, we know that mg = m. By a similar calculation, also m; = mo.
For the equations of ¢y to ¢y, the reasoning is analogous. This means that the only fixed point
for three steps is a fixed point for one step applied three times.

3.4 Fixed points for four steps
Following exactly the same reasoning, we obtain:

F( ) (mo)
F(m1,mo, m3, ma, mi,mg,m3) ®my ® L(ms) ,
( ) (m2)

( ) )

ma, mi, Mo, M3, Mo, m1, mg) G m3 d L(mg

)

F
F

mo, M3, Mz, M1, Mo, M3, M2) O My ®L ma2) ,

ms
ma
mi
mo m3, ma, M1, Mo, M3, Mz, m1) G mo S L(my

In algebraic normal form: F'(a,b,c,d,a,b,c) = 1" ® c® bd ® be © bed B ad & ac ® abd & abed.
Using this, we obtain:

L(mg) = 1" & mg & myms @& momy & momimsg & mams & mome & mimaoms & momimams
L(m3) = 1" & m3 @ moma © moms & momams ® mima & mims & momimg ® momimams ,
L(my) = 1" ® ma @ mimg @ mams & mimams ® momi ® moma & momims ® momimams
L(my1) = 1" ® m1 @ moma @ mima & momimsa ® moms ® mims ® momams O momimams

By summing the first and the third equations, as well as the second and the fourth equations,
we get:

L(mg) & L(mz) = mo & ma ,
L(ml) ) L(mg) =mi1dms3 .

Or, as I + L is invertible, mg = mgy and m; = mg. This reduces this case to the situation
for two steps. The only fixed point for four steps is thus a fixed point for one step applied four
times.

4 Permutation property of ESSENCE reduced to eight steps

If ESSENCE is reduced to 8 steps, it can be shown that the hash function is a permutation
for one-block messages. The Davies-Meyer feed-forward and the output padding preserve this
property.

To see this, we first show that the ESSENCE compression function is a permutation. Process-
ing both the one-block input message and the padding block then corresponds to a combination
of two permutations, which is also a permutation.



For one compression function call, denote the input hash value as (¢, ci,...,c7), and the
output hash value as (Ry, Ry,...,R7). We can then derive the output hash value before the
feed-forward as (xo,x1,...,27) = (co ® Ry,c1 ® Ry,...,c7 ® Ry).

We now note, that for every such pair (co, c1,...,c7) and (zg, z1, ..., x7), the register values
after every step of the ESSENCE compression function are known. After one step, these registers
contain (z7,cg,c1,...,cq), after two steps (zg, z7,co,c1,-..,¢5), and so on. All eight m;-values
can then be uniquely determined from the resulting step update equations. By construction,
only one set of registers (mg,mq,..., m7) will be found, proving the permutation property.

5 Conclusion

In this study, we focus on the compression function of ESSENCE. First, we present different
slid pairs depending on the selection of chaining values. Then, we study the fixed points of the
compression function. The results do not seem directly extensible to the full hash function, and
hence they do not seem to break any security claims of ESSENCE.
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