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Preface

These note are written for the courseDifferential Geometry and Design of Shape
and Motionat Technical University of Denmark. The aim of the course is twofold.
Firstly we describe the basic algorithms for handling Bézier and B-spline curves
and surfaces with their rational variants, (eg. NURBS), which are widely used as
a modelling tool in many scientific and engineering applications.

Secondly we give an introduction to the differential geometry of curves and sur-
faces in the plane and in space.
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Chapter 1

Polynomial Curves

1.1 Introduction

The acronym CAGD stands forComputer Aided Geometric Designand the field
is concerned with specifying and analyzing classes of curves (and surfaces) which
can be used to model free form shapes, e.g. in CAD-systems. For a short historical
introduction, see [8, Chapter 1]

Suppose we are to decide on a class of curves to be used in CAGD. Which re-
quirements would we want such a class to fulfill? An obvious list is the following:

� The curves should be able to produce any shape to any given precision.

� It should be easy to evaluate points, derivatives, etc. of the curves.

� The curves should be easy and intuitive to manipulate.

We have already stated that we want the curves to model any shape we like so the
first point is obvious. We want computers to handle the curves and we often want
the process to be interactive which means that all calculations have to be very fast,
hence the second requirement is necessary. Finally if we have an interactive pro-
cess, the designer should not be required to know any mathematics (this should be
handled by the computer) and the program should give the designer some intuitive
“handles” which can be used to manipulate the curves.

If we think a little about the Taylor expansions of a curve we see that we can
always approximate any (suitably differentiable1) curve locally by a polynomial,

1This is actually not required. Due to Weierstrass’ approximation theorem, any continuous
curve defined on a closed interval can be approximated by a polynomial curve, see Problem 1.3.6.
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2 CHAPTER 1. POLYNOMIAL CURVES

so the class of piecewise polynomial curves satisfies the first requirement. It is
likewise easy to evaluate polynomials, so the second requirement is also fulfilled.
In a short while we will see that the last requirement is satisfied as well, and this
is the reason this class of curves is so popular. If a complicated shape is modeled
by a single polynomial curve then the degree of this curve can be very high. In
order to avoid that the curve is divided into small simple segments, and then each
segment can be modeled by a polynomial curve of low degree. The industry
standard is in fact piecewise rational curves2 which offer a bit more flexibility, but
more importantly they give the possibility to represent e.g. circles exactly.

1.2 Polynomial curves

Let us look at the following example of a polynomial curve of degree 3 in the
plane:

r.t/ D �
3t C 6t2 � 3t3; 6t � 6t2�; t 2 T0; 1U; (1.1)

In order to tell a computer about this curve we have to use some numbers which
characterize the curve. The first thing which comes to mind is to give the coeffi-
cients with respect to thepower basis, f1; t; t2; : : : g. I.e., we write the curve as

r.t/ D 1 � .0; 0/C t � .3; 6/C t2 � .6;�6/C t3.�3; 0/; (1.2)

and use the pairs.0; 0/, .3; 6/, .6;�6/, and.�3; 0/ as input to the computer. The
geometric interpretation of these coefficients is the set of the derivatives of the
curve up to order 3 at the parameter valuet D 0, see Figure 1.1. These derivatives
are obviouslynotgood intuitive handles for a designer. They do provide control in
one end of the curve, but only the first few derivatives give immediately predictible
control of the curve, and it is impossible to guess what happens at the other end.
This is not because there is something wrong with polynomial curves, but because
it is a bad idea to use the power basis to represent polynomial curves. We need
to come up with another basis for the polynomials (of degree 3 in this case). One
other choice could be the so calledHermite polynomials Hkl.t/, k; l D 0; 1 which
are uniquely defined by the following equations:

H .i /
kl .t j / D �ki�l j D (

1 if k D i andl D j ,

0 otherwise; (1.3)

wherei D 0; 1 denotes the order of the derivative,t0 D 0 andt1 D 1 are the
endpoints of the curve, andk; l D 0; 1. The Hermite polynomials are explicitly

2Called NURBS for nonuniform rational B-splines
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r .0/ D .0; 0/

r 0.0/ D .3; 6/

1
2r 00.0/ D .6;�6/

1
6r 000.0/ D .�3; 0/

Figure 1.1: The data defining the curver , when we use the power basis. The curve is
given byr .t/ DP

k tk 1
kW r .k/.0/, t 2 T0; 1U.

given by

H00.t/ D 2t3 � 3t2 C 1; H10.t/ D t3 � 2t2 C t;
H01.t/ D �2t3 C 3t2; H11.t/ D t3 � t2: (1.4)

So we write the curver.t/ as

r.t/ D H00.t/ � r.0/C H10.t/ � r 0.0/C H01.t/ � r.1/C H11.t/ � r 0.1/D �
2t3 � 3t2 C 1

� � .0; 0/C �t3 � 2t2 C t
� � .3; 6/C ��2t3 C 3t2� � .6; 0/C �t3 � t2� � .6;�6/: (1.5)

The input to the computer would now be the coordinates with respect to the Her-
mite basis. The geometric interpretation of these coordinates is that they give the
value and the first derivative respectively at the two endpoints of the curve, see
Figure 1.2. These coordinates are much more intuitive. We know the value and
tangent at both ends so the shape of the curve is more easy to predict. This repre-
sentation is indeed in use in industry, and cubic polynomial curves in the Hermite
representation was introduced by James Ferguson at Boeing, published in 1964
[10], and goes under the nameFerguson curve. One drawback is that the general-
ization to curves of higher degrees gives less intuitive control over the curve.

Finally we have theBernstein representationof a polynomial curve. As the basis
for the polynomials of degree 3 we use theBernstein polynomialsof degree 3,
which are given by

B3
0.t/ D .1� t/3; B3

1.t/ D 3t .1� t/2; B3
2.t/ D 3t2.1� t/; B3

3.t/ D t3:

http://www.mat.dtu.dk/people/J.Gravesen/cagd/power.html
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r .0/
r 0.0/

r .1/
r 0.1/

Figure 1.2: The data defining the curver , when we use the Hermite basis. The curve is
called aFerguson curveand is given byr .t/ DP

k;l Hkl.t/r .k/.l /, t 2 T0; 1U.
We write the curver.t/ as

r.t/ D B3
0.t/ � b0 C B3

1.t/ � b1 C B3
2.t/ � b2 C B3

3.t/ � b3D .1� t/3 � .0; 0/C 3t .1� t/2 � .1; 2/C 3t2.1� t/ � .4; 2/C t3 � .6; 0/:
(1.6)

The geometric interpretation of thecontrol pointsor Bézier pointsb0, b1, b2, and
b3 can be seen in Figure 1.3. The control points form thecontrol polygonand the

b0 D r .0/

b1 b2

b3 D r .1/
Figure 1.3: The data defining the curver , when we use the Bernstein basis. The curve is
called a Bézier curve and is given byr .t/ DPn

kD0 Bn
k .t/bk.

curve is in some sense a “smoothened” version of the control polygon. Hence the
control points provide good intuitive control over the curve.

Polynomial curves in the Bernstein representation was introduced by P. Bézier at
Renault in the sixties, and his work was published in 1966 [2, 3], and are called
Bézier curves. Bézier curves are widely used, e.g., most characters, including the
ones you are reading right now, are described by Bézier curves, see Figure 1.4.
Bézier curves are also a standard tool in many programs for drawing, see Fig-
ure 1.5.

http://www.mat.dtu.dk/people/J.Gravesen/cagd/ferguson.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bernstein.html


1.3. BÉZIER CURVES IN THE BERNSTEIN REPRESENTATION 5

B
Figure 1.4: The letter ‘B’is described by 8 line segments and 14 cubic Bézier curves. In
the middle we have drawn the outline and marked the endpoints of all line segments and
Bézier curves with massive circles. At the right we have drawn the control polygons for
the Bézier curves and marked the middle control points with open circles.

Problems

1.2.1 Show that the formulas (1.1), (1.2), (1.5), and (1.6) give the same curve.

1.2.2 Determine polynomialsHk l.t/, k D 0; 1; 2 andl D 0; 1 of degree at most 5 such
that

H .i /
kl . j / D �ki�l j D (

1 if k D i andl D j ,

0 otherwise.

1.2.3 Suppose�1; : : : ; �n are linearly independent functions,�i V Ta; bU ! R. If
P1; : : : ; Pn are points then we define a curve byr .t/ D Pn

iD1 Pi�i .t/. Show that
the construction is affine invariant3 if and only if

Pn
iD1 �i .t/ D 1.

1.3 Bézier curves in the Bernstein representation

Definition 1.1. TheBernstein polynomialsof degreen are given by

Bn
k .t/ D �

n

k

�
tk.1� t/n�k; k D 0; : : : ; n: (1.7)

where �
n

k

� D nW.n� k/W kW ; k D 0; : : : ; n; and 0W D 1:
are the binomial coefficients, see Figure 1.6.

When the Bernstein polynomials are known, we can define a Bézier curve:
3i.e., applying an affine transformation to a Bézier curve is the same as applying the transfor-

mation to the control points.
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Figure 1.5: Control of a curve in a typical program for drawing. The segments between
the solid circles are cubic Bézier curves and the two remaining control points are the open
circles. By (1.25) the lines are the tangents to the curves at the endpoints. As can be
seen, the program ensures that the three control points round an endpoint is on a straight
line. Hereby it is ensured that the two consecutive curves have a common tangent at the
common endpoint.

Definition 1.2. A Bézier curveof degreen with control pointsb0; : : : ; bn is a
curve of the form

r.t/ D nX
kD0

Bn
k .t/bk; t 2 T0; 1U:

In Figure 1.7 we have plotted Bézier curves of various degrees.

The properties of a Bézier curve can of course be derived from the properties of
the Bernstein polynomials. It is not hard to show that:

Bn
k .0/ D

(
1 if k D 0;
0 otherwise; (1.8)

Bn
k .1/ D

(
1 if k D n;
0 otherwise; (1.9)

Bn
k .t/ � Bn

k

�
k

n

� ; t 2 T0; 1U; (1.10)

Bn
l

�
k

n

� < Bn
k

�
k

n

� ; l 6D k; (1.11)

http://www.mat.dtu.dk/people/J.Gravesen/cagd/draw.html
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Figure 1.6: The Bernstein polynomials of degree 2, 3, 4, and 5.

nX
kD0

Bn
k .t/ D 1; (1.12)

see Figure 1.6. We leave the proof of these properties, and others, as Prob-
lem 1.3.1–1.3.6. In the next section we will prove the corresponding properties
for Bézier curves without the use of Bernstein polynomials. But given this infor-
mation about Bernstein polynomials, it is not hard to see that a Bézier curve has
the following properties:

� The curve interpolates between the first and the last control point.

� The curve is contained in the convex hull of the control points, see Fig-
ure 1.15.

� At the parameter valuekn the control pointbk has the highest weight. That
is the Bézier curve “tries to follow” the control polygon.

� The construction isaffine invariant, i.e.., Applying an affine transformation
to a Bézier curve is the same as applying the transformation to the control
points.

Now we could go on and investigate the Bernstein polynomials in greater details
and thus obtain information about Bézier curves. We willnot do this, but instead



8 CHAPTER 1. POLYNOMIAL CURVES

Figure 1.7: Bézier curves. In the first row the curves have degree 2, 3, and 3, in row
number two all three curves have degree 3, in row number three the curves have degree 5,
5, and 7, and in the last row all three curves have degee 9.

http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez2-1.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez3-1.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez3-2.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez3-3.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez3-4.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez3-5.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez5-1.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez5-2.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez7-1.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez9-1.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez9-2.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bez9-3.html
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give a new definition of a Bézier curve which are more geometric and in my
opinion makes the analysis easier. We will in particular prove that Bézier curves
have the properties listed above.

Problems

1.3.1 Prove (1.8), (1.9), (1.10), (1.11), and (1.12).

1.3.2 Prove the recurrence relation for the Bernstein polynomials:

Bn
i .t/ D .1� t/Bn�1

i .t/ C t Bn�1
i�1 .t/; i D 0; : : : ; n: (1.13)

1.3.3 Show that the derivative of the Bernstein polynomials is given by

d

dt
Bn

i .t/ D n
�
Bn�1

i�1 .t/ � Bn�1
i .t/�: (1.14)

1.3.4 Prove the identitiesZ t

0
Bn

i .t/ dt D 1

nC 1

nC1X
jDiC1

BnC1
j .t/; Z 1

0
Bn

i .t/ dt D 1

nC 1
: (1.15)

1.3.5 Prove the identities

t D nX
iD0

i

n
Bn

i .t/; t2 D nX
iD0

i .i � 1/
n.n� 1/Bn

i .t/: (1.16)

1.3.6 (Weierstrass’ approximation theorem). Let f V T0; 1U ! R be a continuous func-
tion. Show that the sequence of polynomials

.Bn f /.t/ D nX
iD0

f

�
i

n

�
Bn

i .t/
converges uniformly tof in T0; 1U asn !1.

1.4 Bézier curves and de Casteljau’s algorithm

At Citroen Paul de Casteljau introduced Bézier curves by repeated linear interpo-
lation, The work was done slightly before P. Bézier’s at Renault, but Citroen was
more secretive and Paul de Casteljau work was never published. As we shall see
this approach is not only geometric in nature, but it even offers simple proofs for
the basic properties of Bézier curves. With few exceptions we follow the paper
[14], the proof of Theorem 1.14 is taken from [35].
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1.4.1 The de Casteljau operator

De Casteljau algorithm is described in Figure 1.8. Formally it can be written as

b0
k.t/ D bk; k D 0; : : : ; n;

bl
k.t/ D .1� t/bl�1

k .t/C tbl�1
kC1.t/; k D 0; : : : ; n� l ;

l D 1; : : : ; n: (1.17)

t V 1� t

t
V 1

� t t V
1�

t

b0 b3

b1 b2

b1
0

b1
1

b1
2

b2
0

b2
1

b3
0 D r .t/

b0 ! b1
0 ! : : : ! bn�1

0 ! bn
0 D r .t/% % % %

b1 ! b1
1 ! : : : ! bn�1

1% % %::: :::% %
bn�1 ! b1

n�1%
bnx??

Control points Point on the Bézier curve

x????????????????????
Figure 1.8: De Casteljau’s algorithm starts with a polygon withnC1 points and inn steps
the polygon is reduced to a single point, which is the desired point on the Bézier curve. In
each step the points in the new polygon are obtained by dividing the legs of the previous
polygon in the proportiont V 1� t . In the scheme this corresponds to multiplication of the
point from the horizontal arrow by 1� t and multiplication of the point from the diagonal
arrow byt . The two weighted points are then added and gives the new point.

The de Casteljau algorithm (1.17) will be the basis for our development of the
Bézier curve theory. As it stands, the algorithm is a bit hard to manipulate, so
we will look a litle closer on the algorithm and we will introduce operators or
matrices by which we can describe the algorithm. As we can see in the scheme
in Figure 1.8 there aren steps in the algorithm and each step gives one point less.

http://www.mat.dtu.dk/people/J.Gravesen/cagd/decast.html
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One step (going from one column to the next) is described by:2666664
bl

0
bl

1:::
bl

n�l�1
bl

n�l

3777775 7!
2666664

bl
0

bl
1:::

bl
n�l�1

3777775 ;
2666664

bl
1:::

bl
n�l�1

bl
n�l

3777775 D
26664

bl
0

bl
1:::

bl
n�l�1

37775 ;
26664

bl
1

bl
2:::

bl
n�l

37775

7! .1� t/
26664

bl
0

bl
1:::

bl
n�l�1

37775C t

26664
bl

1
bl

2:::
bl

n�l

37775 D
26664

bl
0

bl
1:::

bl
n�l�1

37775C t

26664
bl

1 � bl
0

bl
2 � bl

1:::
bl

n�l � bl
n�l�1

37775
Using matrix notation we can write one step in the algorithm as26664

blC1
0

blC1
1:::

blC1
n�l�1

37775 D
26664

1� t t 0 : : : 0

0 1� t t
: : : :::::: : : : : : : : : : 0

0 : : : 0 1� t t

37775
26664

bl
0

bl
1:::

bl
n�l

37775

D
0BBB@.1� t/

26664
1 0 0 : : : 0

0 1 0
: : : :::::: : : : : : : : : : 0

0 : : : 0 1 0

37775C t

26664
0 1 0 : : : 0

0 0 1
: : : :::::: : : : : : : : : : 0

0 : : : 0 0 1

37775
1CCCA
26664

bl
0

bl
1:::

bl
n�l

37775

D
0BBB@
26664

1 0 0 : : : 0

0 1 0
: : : :::::: : : : : : : : : : 0

0 : : : 0 1 0

37775C t

26664
�1 1 0 : : : 0

0 �1 1
: : : :::::: : : : : : : : : : 0

0 : : : 0 �1 1

37775
1CCCA
26664

bl
0

bl
1:::

bl
n�l

37775 :
We now give names to the two matrices in the middle line:

RD
26664

1 0 0 : : : 0

0 1 0
: : : :::::: : : : : : : : : : 0

0 : : : 0 1 0

37775 ; L D
26664

0 1 0 : : : 0

0 0 1
: : : :::::: : : : : : : : : : 0

0 : : : 0 0 1

37775 ;
or equivalently we define two basic operatorsR andL, which act on a finite se-
quence of points producing a sequence with one point less. They simply remove
the last, respectively the first point, from the sequence:

RV �b0; b1; : : : ; bk
� 7! �

b0; : : : ; bk�1
�; (1.18)

L V �b0; b1; : : : ; bk
� 7! �

b1; : : : ; bk
�: (1.19)
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Figure 1.9: A Bézier curve is contained in the convex hull of the control points.

From R andL we define two new operators. Theforward differenceoperator:

1 D L � R; (1.20)

and for at 2 R thede Casteljauoperator:

C.t/ D .1� t/RC t L D RC t1: (1.21)

In matrix notation we have

1 D
26664
�1 1 0 : : : 0

0 �1 1
: : : :::::: : : : : : : : : : 0

0 : : : 0 �1 1

37775 ; C.t/ D
26664

1� t t 0 : : : 0

0 1� t t
: : : :::::: : : : : : : : : : 0

0 : : : 0 1� t t

37775 :
As C.t/ describes one step in de Casteljau’s algorithm, and there aren steps all in
all, we have the following definition:

Definition 1.3. A Bézier curveof degreen with control pointsb0; : : : ; bn is given
by

r.t/ D C.t/n�b0; b1; : : : ; bn
�; t 2 T0; 1U:

The basic operatorsRandL are obviously affinely invariant, so theC.t/ is affinely
invariant too. This shows theaffine invarianceof Bézier curves. We observe that
a point on a Bézier curve is found by performing repeated interpolation between
the control points so it is clear that such a point is a convex combination of the
control points, so we immediately have theconvex hull property, see Figure 1.9.

Theorem 1.4. If r.t/ is a Bézier curve with control pointsb0; : : : ; bn then

r.t/ 2 convex hull of
�
b0; : : : ; bn

	:
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The followingfundamental propertyis crucial for our analysis of Bézier curves.

Theorem 1.5.The basic operators “commute”:

L RD RL:
We immediately have the following

Corollary 1.6. The operators L, R,1, and C.t/ “commute”.

We have put quotation marks around the word commute, because the equation in
Theorem 1.5 should really read

Lk�1Rk D Rk�1Lk; (1.22)

where the subscript indicates the length of the sequences on which the operators
act, i.e. theR’s on the two sides of the equation are different and similarly with
theL ’s. On the other hand, it will always be clear what the length of the sequence
is. In order to keep the notation simple we won’t decorate the operators and we
will use the word commute without any further comments.

We better show that the two definitions of a Bézier curve agree:

Theorem 1.7. If r.t/ is a Bézier curve with control pointsb0; : : : ; bn given by
Definition 1.3, then

r.t/ D nX
kD0

Bn
k .t/bk;

in accordance with Definition 1.2.

Proof. The control point with indexk can be found by

bk D Lk Rn�k�b0; : : : ; bn
�: (1.23)

As RL D L R we can use the binomial formula and obtain

C.t/n D �
t L C .1� t/R�n

D nX
kD0

�
n

k

�
tk.1� t/n�kLk Rn�k:

Thus

r.t/ D C.t/n�b0; b1; : : : ; bn
�

D nX
kD0

�
n

k

�
tk.1� t/n�kLk Rn�k�b0; b1; : : : ; bn

� D nX
kD0

Bn
k .t/bk:
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We can immediately generalize (1.23) to the following

Lemma 1.8. The intermediate points in de Casteljau’s algorithm is given by

bl
k D Cl .t/Rn�l�kLk�b0; : : : ; bn

�:
1.4.2 Differentiation of a Bézier curve

Theorem 1.9.The derivative of a Bézier curver.t/ of degree n with control points
b0; : : : ; bn can be written as

1

n
r 0.t/ D bn�1

1 .t/� bn�1
0 .t/;

wherebn�1
1 andbn�1

0 are the two second last intermediate points in de Casteljau’s
algorithm. Alternatively: the derivative1

nr 0.t/ is a Bézier curve of degree n� 1
with control points

1�b0; : : : ; bn
� D �

b1 � b0; : : : ; bn � bn�1
�;

see Figure 1.10.

Proof. The de Casteljau operator (or matrix) is a function oft , C.t/ D RC t1,
and the derivative is of course

d

dt
C.t/ D 1:

Thus, the derivative ofC.t/n is

d

dt

�
C.t/n� D nX

kD1

C.t/k�1
�

d

dt
C.t/�C.t/n�k

D nX
kD1

C.t/k�11C.t/n�k D nC.t/n�11 D n1C.t/n�1: (1.24)

If we apply the last two expressions to the sequenceb0; : : : ; bn we obtain the two
descriptions of the derivative.

At the endpoints we have in particular that

r 0.0/ D n
�
b1 � b0

�;
r 0.1/ D n

�
bn � bn�1

�; (1.25)

i.e., the tangent at an endpoint is the line through the endpoint and the neighboring
control point. It is equally easy to find the higher order derivatives:
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b0 b3

b1 b2

b 1
� b 0

b2 � b1

b
3 �

b
2

Figure 1.10: To the left: The derivative as the difference of the penultimate points in
de Casteljau’s algorithm. To the right: The derivative as a Bézier curve with control
points equal to the differences of the original control points.

Theorem 1.10.The k’th derivative of a Bézier curver.t/ of degree n with control
pointsb0; : : : ; bn is given by

r .k/.t/ D nW.n� k/W1kC.t/n�k�b0; : : : ; bn
�

D nW.n� k/WC.t/n�k1k�b0; : : : ; bn
�:

The first expression says that thek’th derivative can be found by performingn�k
steps in de Casteljau’s algorithm and then performk times repeated differences.
The second expression says that thek’th derivative is a Bézier curve of degree
n � k and its control points is found by performingk times repeated differences
in the original control polygon.

1.4.3 Linear precision and degree elevation

If the pointsb1; : : : ; bn�1 all lie on the line segmentb0bn, then the convex hull
property implies that the image of the curve is the line segment, but the parame-
trization needs not be the usual. The curve might oscillate back and forth, see
e.g., they-coordinate of the first two curves in the last row in Figure 1.7. The
next theorem tells us that the control points should be equally spaced on the line
segment in order to get the usual parametrization. This is calledlinear precision,
see Figure 1.11.

Theorem 1.11.Letb0 : : : ; bn be the control points for a Bézier curver.t/. Then

r.t/ D .1� t/b0 C tbn

http://www.mat.dtu.dk/people/J.Gravesen/cagd/diff.html
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b0

b1

b2

b3

b0 Dbb0

b1 b2

b3 Dbb4

bb1

bb2 bb3

Figure 1.11: To the left we have linear precision: The control points should be equally
spaced in order to get the usual parametrized line segment.
To the right we have degree elevation: If the degree of the original curve isn then each leg
of the control polygon is divided inton equally sized segments. Besides the first and the
last control point, we pick one of the points on each leg of the polygon. The last point on
the last leg, the penultimate point on the second leg, and so on, until the first point on the
last leg is chosen. This givesn C 1 points all in all, These points are exactly the control
points for the same curve considered as a Bézier curve of one degree more.

if and only if

bk D n� k

n
b0 C k

n
bn; k D 1; : : : ; n� 1:

Proof. As r.0/ D b0 we have

r.t/ D .1� t/b0 C tbn () r 0.t/ D ��!
b0bn for all t .

As r 0.t/ is a Bézier curve with control pointsn
��!
b0b1; : : : ; n����!bn�1bn, this happens

if and only if
n
����!
bk�1bk D ��!

b0bn for k D 1; : : : n.

Finally this is obviously equivalent to

bk D n� k

n
b0 C k

n
bn; k D 1; : : : ; n� 1:

The above is an example of a Bézier curve (in this case of degree 1) which can be
written as a curve of higher degree. The followingdegree elevation theoremtells
us how to raise the degree of an arbitrary Bézier curve, see Figure 1.11.

Theorem 1.12.Let b0 : : : ; bn be the control points for a Bézier curver.t/ of de-
gree n. Considered as a curve of degree nC1, r.t/ has control pointsbb0 : : : ;bbnC1,
where bb0 D b0;bbk D nC 1� k

nC 1
bk C k

nC 1
bk�1; k D 1; : : : ; nbbnC1 D bn:

http://www.mat.dtu.dk/people/J.Gravesen/cagd/degraise.html


1.4. BÉZIER CURVES AND DE CASTELJAU’S ALGORITHM 17

Proof. Even though it is possible to prove this theorem using operators, see [14],
this is the one case where it is easier to use the Bernstein representation. As

.1� t/Bn
i .t/ D nW.n� i /W i W.1� t/nC1�i t i

D nC 1� i

nC 1

.nC 1/W.nC 1� i /W i W.1� t/nC1�i t i

D nC 1� i

nC 1
BnC1

i .t/;
and

t Bn
i .t/ D nW.n� i /W i W.1� t/n�i t iC1

D i C 1

nC 1

.nC 1/W�.nC 1/� .i C 1/�W .i C 1/W.1� t/.nC1/�.iC1/t iC1

D i C 1

nC 1
BnC1

iC1 .t/;
we get

r.t/ D �.1� t/C t
�
r.t/ D nX

iD0

�.1� t/Bn
i .t/C t Bn

i .t/�bi

D nX
iD0

�
nC 1� i

nC 1
BnC1

i .t/C i C 1

nC 1
BnC1

iC1 .t/� bi

D BnC1
0 .t/b0 C nX

iD1

nC 1� i

nC 1
BnC1

i .t/bi

C n�1X
iD0

i C 1

nC 1
BnC1

iC1 .t/bi C BnC1
nC1.t/bn

D BnC1
0 .t/b0 C nX

iD1

BnC1
i .t/�nC 1� i

nC 1
bi C i

nC 1
bi�1

�C BnC1
nC1.t/bn

D nC1X
iD0

BnC1
i .t/bbi

as claimed.

1.4.4 Subdivision and the variation diminishing property

For the proof of the next theorem we need the following lemma, which also have
some interest in its own right.
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Lemma 1.13. De Casteljau’s operator C.t/ is invariant under an affine change
of parameter, that is for a; b; t 2 R:

C
�.1� t/aC tb

� D .1� t/C.a/C tC.b/:
Proof. Using the definition ofC.t/ we immediatly get:

C
�.1� t/aC tb

� D �
1� �.1� t/aC tb

��
RC �.1� t/aC tb

�
LD .1� aC ta� tb/RC .a� taC tb/L ;

and

.1� t/C.a/C tC.b/ D .1� t/�.1� a/RC aL
�C t

�.1� b/RC bL
�

D .1� a� t C ta/RC .a� ta/L C .t � tb/RC tbLD .1� aC ta� tb/RC .a� taC tb/L :
The two expressions are equal and we have proven the lemma.

If r.t/ is a Bézier curve of degreen, then the curvet 7! r
�.1�t/aCtb

�
, t 2 T0; 1U,

is obviously also a polynomial curve of degreen, and it is a reparametrization of
the restriction ofr to the intervalTa; bU. As it is polynomial it can be considered
as a Bézier curve and its control points can be found by de Casteljau’s algorithm:

Theorem 1.14.If r.t/ is a Bézier curve with control pointsb0; : : : ; bn, then

t 7! r
�.1� t/aC tb

�
is a Bézier curve with control points

bbk D C.a/n�kC.b/k�b0; : : : ; bn
�; k D 0; : : : ; n:

Proof. (From [35]). We have to prove that

C
�.1� t/aC tb

�n�b0; : : : ; bn
� D C.t/n�bb0; : : : ;bbn

�
According to lemma 1.13 and the binomial formula we have

C
�.1� t/aC tb

�n�b0; : : : ; bn
� D �.1� t/C.a/C tC.b/�n�b0; : : : ; bn

�
D nX

iD0

�
n

i

��.1� t/C.a/�n�i �
tC.b/�i �b0; : : : ; bn

�
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b0 b3

b1 b2

b1
0

b1
2

b2
0

b2
1

b3
0 D r .c/

Figure 1.12: Subdivision of a Bézier curve at the parameter valuec. The first part of the
curvet 7! r .ct/ has control pointsb0, b1

0.c/, b2
0.c/, andb3

0.c/, the last part of the curve
t 7! r

�
cC .1� c/t� has control pointsb3

0.c/, b2
1.c/, b1

2.c/, andb3.

D nX
iD0

�
n

i

�.1� t/n�i t i C.a/n�i C.b/i �b0; : : : ; bn
�

D nX
iD0

�
n

i

�.1� t/n�i t ibbi D C.t/n�bb0; : : : ;bbn
�;

and the proof is complete.

This process is calledsubdivision, and the two casesTa; bU D T0; cU andTa; bU DTc; 1U are particular simple and are illustrated in Figure 1.12.

Subdivision forms the basis for a powerful method by which we can treat Bézier
curves, see [13]. Suppose we have some geometric quantity we want to determine,
you may think of just the graph, i.e, the image of the curve, but it could be the
length of the curve, the total curvature of the curve, the total curvature variation of
the curve, etc. Suppose this quantity is easy to determine for the control polygon,
then we can determine the quantity for the curve by the following principle:

� We determine the quantity for the control polygon.

� We estimate the error. If it is small, then we use this quantity.

� Otherwise we subdivide the curve and start over again with each half.

In Figure 1.13 this method is illustrated. The two control polygons on the right
gives a much better approximation to the curve than the control polygon on the
left.

This method works in a lot of instances and also imply thevariation diminish-
ing property, see Figure 1.15. Consider once more the scheme in Figure 1.8 on
page 10. If we keep the points in the top horizontal row and the points in the lower
diagonal row, then each step in de Casteljau’s algorithm increases the number of

http://www.mat.dtu.dk/people/J.Gravesen/cagd/subdiv.html
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subdivison�������!

Figure 1.13: Drawing a Bézier curve by drawing the subdivided control polygons.

points by one. Afterk steps in the algorithm we have the polygon consisting of
the points:

b0; b1
0; : : : ; bl

0; : : : ; bl
n�l ; : : : ; b1

n�1; bn:
After n steps we have the control polygons for both halfs of the curve. With this
interpretation of de Casteljau’s algorithm we have the following lemma:

bl
k�1

bl�1
k bl

k

Figure 1.14: De Casteljau’s algorithm can not increase the number of intersections.

Lemma 1.15. A step in de Casteljau’s algorithm can not increase the number of
intersections with a hyperplane.

Proof. Consider Figure 1.14, it is obvious that if the line segmentbl
k�1bl

k inter-
sect a hyperplane, then the hyperplane must also intersect either the line segment
bl

k�1bl�1
k or the line segmentbl�1

k bl
k. I.e., for each intersection in the new polygon

exists a corresponding intersection in the old.

Theorem 1.16.Letr.t/ be a Bézier curve with control polygonP. Let furthermore� be a hyperplane, then
#
�� \ r

� � #
�� \ P

�;
i.e., the number of intersections between the curve and the hyperplane is less than
the number of intersections between the control polygon and the hyperplane.

Proof. Let us consider a hyperplane which intersects a Bézier curve in a number
of points. We now subdivide the curve in all those points, and hereby obtain a
polygon containing all these points. The hyperplane then intersects this polygon
at least as many times as it intersects the curve. According to Lemma 1.15 it must
intersect the original control polygon at least that many times.

http://www.mat.dtu.dk/people/J.Gravesen/cagd/subdiv.html
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Figure 1.15: The variation diminishing property: the lines intersect the control polygon at
least as many times as they intersect the Bézier curve.

Problems

1.4.1 Prove (1.23).

1.4.2 Prove Lemma 1.8.

1.5 The polar form of a polynomial curve

Recall that, for each quadratic formF V V ! R on a linear spaceV , there is
a unique symmetric, bilinear formf V V � V ! R that satisfies the identity
F.v/ D f .v; v/. The polar form is to a Bézier curve what the symmetric, bilinear
form is to a quadratic form.

Definition 1.17. Thepolar formof a Bézier curveF.t/ D C.t/n�b0; : : : ; bn
�

is
the mapf .t1; : : : ; tn/ D C.t1/ : : :C.tn/�b0; : : : ; bn

�
.

Remark1.18. We also say thatf is thepolarizationof F . Lately the wordblossom
has been used instead of the polar form.

Remark1.19. As any polynomial curve can be written in the Bernstein represen-
tation, i.e., as a Bézier curve, we can determine a polar form of a polynomial. It is,
on the other hand, possible to write the polynomial as a Bézier curve of arbitrary
large degree and if the (formal) degree of the Bernstein representation isn, then
the corresponding polar form is called then-polar form.

Theorem 1.20.The n-polar form f.t1; : : : ; tn/ of a polynomial F.t/ of degree at
most n satisfies the following properties:

1. f is symmetric.
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2. f is n-affine (i.e., f is affine with respect to each variable).

3. f restricted to the diagonal ofRn gives F, i.e., f.t; : : : ; t/ D F.t/.
Conversely, if f satisfies 1–3, then f is the polar form of F.

Proof. First assume thatf is the polar form ofF . As C.ti / andC.t j / commute,
f is symmetric. By Lemma 1.13f is n-affine, and we clearly haveF.t/ D
f .t; : : : ; t/. Now assumef satisfies 1–3, by Lemma 1.21 below we can write

f .t1; : : : ; tn/ D C.t1/ : : :C.tn/�b0; : : : ; bn/;
for some pointsb0; : : : ; bn. By 3 we have

F.t/ D f .t; : : : ; t/ D C.t/n�b0; : : : ; bn/:
This shows thatb0; : : : ; bn are the control points forF.t/ and hence thatf is the
polar form ofF .

In the proof above we have used the following lemma, which also has independent
interest.

Lemma 1.21. If f V Rn ! R is symmetric and multi affine, i.e., satisfies 1 and 2
in Theorem 1.20 then

f .t1; : : : ; tn/ D C.t1/ : : :C.tn/�b0; : : : ; bn/
wherebk D f .0; : : : ; 0| {z }

n�k

; 1; : : : ; 1| {z }
k

/: (1.26)

Proof. We use induction onn. If n D 1, then by the affine invariance we have

f .t1/ D f
�.1� t1/0C t11/ D .1� t1/ f .0/C t1 f .1/ D C.t1/� f .0/; f .1/�

Now assume the lemma holds for ann � 1. Using the affine invariance again we
have

f .t1; : : : ; tnC1/ D .1� tnC1/ f .t1; : : : ; tn; 0/C tnC1 f .t1; : : : ; tn; 1/
Letting tnC1 D 0; 1 respectively shows that the two functions

f0.t1; : : : ; tn/ D f .t1; : : : ; tn; 0/
f1.t1; : : : ; tn/ D f .t1; : : : ; tn; 1/
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are symmetric andn-affine. By the induction hypothesis we can write

fi .t1; : : : ; tn/ D C.t1/ : : :C.tn/�bi
0; : : : ; bi

n

�:
Using the symmetry we have

b0
k D f0.0; : : : ; 0| {z }

n�k

; 1; : : : ; 1| {z }
k

/ D f .0; : : : ; 0| {z }
n�k

; 1; : : : ; 1| {z }
k

; 0/
D f .0; : : : ; 0| {z }.nC1/�k

; 1; : : : ; 1| {z }
k

/ D bk;
b1

k D f1.0; : : : ; 0| {z }
n�k

; 1; : : : ; 1| {z }
k

/ D f .0; : : : ; 0| {z }
n�k

; 1; : : : ; 1| {z }
k

; 1/
D f . 0; : : : ; 0| {z }.nC1/�.kC1/; 1; : : : ; 1| {z }

kC1

/ D bkC1:
From this we have

f .t1; : : : ; tnC1/ D .1� tnC1/C.t1/ : : :C.tn/�b0
0; : : : ; b0

n

�
C tnC1C.t1/ : : :C.tn/�b1

0; : : : ; b1
n

�
D .1� tnC1/C.t1/ : : :C.tn/�b0; : : : ; bn

�
C tnC1C.t1/ : : :C.tn/�b1; : : : ; bnC1

�
D .1� tnC1/C.t1/ : : :C.tn/R�b0; : : : ; bnC1

�
C tnC1C.t1/ : : :C.tn/L�b0; : : : ; bnC1

�
D �.1� tnC1/RC tnC1L

�
C.t1/ : : :C.tn/�b0; : : : ; bnC1

�;
as should be proved.

The properties of Bézier curves that we found in Section 1.4 can now be reformu-
lated in the language of polar forms:

Theorem 1.22.Let f be the polar form of a Bézier curve F.t/ with control points
b0; : : : ; bn. The intermediate points in de Casteljau’s algorithm are give by

bk̀ D f .t; : : : ; t| {z }` ; 0; : : : ; 0| {z }
n�`�k

; 1; : : : ; 1| {z }
k

/: (1.27)

The derivative is given by

F 0.t/ D n

b� a

�
f .t; : : : ; t; b/� f .t; : : : ; t; a/� (1.28)
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and the higher order derivatives by

F .k/.t/ D nW.b� a/k.n� k/W
kX

iD0

.�1/i�k

i

�
f .t; : : : ; t| {z }

n�k

; b; : : : ; b| {z }
k�i

; a; : : : ; a| {z }
i

/
(1.29)

The.nC 1/-polar form of F is given by

f �.t1; : : : ; tnC1/ D 1

nC 1

nC1X
kD1

f .t1; : : : ; tk�1; tkC1; : : : ; tn/: (1.30)

Proof. As C.0/ D R andC.1/ D L, Lemma 1.8 implies (1.27). For the derivative
we notice that1 D C.b/�C.a/

b�a and hence that

1k D kX
iD0

.�1/i.b� a/k
�

k

i

�
C.b/k�i C.a/i :

Now Theorem 1.9 implies (1.28) and Theorem 1.10 implies (1.29). If we define
f � by (1.30) thenf � is symmetric,.nC1/-affine and the restriction to the diagonal
is clearlyF . By Theorem 1.20f � is the.nC 1/-polar form ofF .

It is well known that a polynomial of degreen is determined uniquely by its values
in n C 1 different points. Therefore the polar form is determined by its values
in n C 1 different points on the diagonal. We also know that the polar form is
determined by thenC1 valuesf .0; : : : ; 0| {z }

k

; 1; : : : ; 1| {z }
n�k

/, k D 0; : : : ; n. We will need

yet another set ofnC 1 points that determine the polar form uniquely.

Theorem 1.23. Let s1 � s2 � � � � � sn < snC1 � snC2 � � � � � s2n be a
sequence of rel numbers. If fV Rn ! R is a symmetric and n-affine function then
it is uniquely determined by the values f.siC1; : : : ; siCn/, i D 0; : : : ; n.

Proof. Let t1; : : : ; tn be given. If 1� k � n andk � i � n, then

tk D .siCn�kC1 � tk/si C .tk � si /siCn�kC1

siCn�kC1 � siD .siCn�kC1 � si � tk C si /si C .tk � si /siCn�kC1

siCn�kC1 � siD �
1� tk � si

siCn�kC1 � si

�
si C tk � si

siCn�kC1 � si
siCn�kC1:
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If we put�k
i D tk � si

siCn�kC1 � si
, thentk D �

1� �k
i

�
si C �k

i siCn�kC1 so symmetry

and affine invariance yields

f .t1; : : : ; tk; siC1; : : : ; siCn�k/D .t1; : : : ; tk�1; .1� �k
i /si C �k

i siCn�kC1; siC1; : : : ; siCn�k/D .1� �k
i / f .t1; : : : ; tk�1; si ; : : : ; siCn�k/C �k

i f .t1; : : : ; tk�1; siC1; : : : ; siCn�kC1/:
Whenk runs from 1 ton we start with the valuesf .siC1; : : : ; siCn/ and we end
with f .t1; : : : ; tn/, see Figure 1.16.

If we put tk D t in the recursive algorithm described in the proof above then
we get thede Boor’s algorithmwhich evaluate the polynomial from the values
f .s1Ci ; : : : ; snCi / of the polar form.

However it is not every set ofn C 1 values that determines ann-polar form, cf.
Problem 1.5.2.

Theorem 1.24.Let F;G be two polynomials of degree at most n and let f; g be
the corresponding n-polar forms. Furthermore let t2 R and r 2 N0 be given.
Then

F .k/.t/ D G.k/.t/; k D 0; : : : ; r;
if and only if

f .t1; : : : ; tr ; t; : : : ; t/ D g.t1; : : : ; tr ; t; : : : ; t/ for all t1; : : : ; tr 2 R:
Proof. If we put .t1; : : : ; tr / D .t; : : : ; t| {z }

r�k

; b; : : : ; b| {z }
k�i

; a; : : : ; a| {z }
i

/ the ‘if’ part follows

immediately from (1.29). For the other implication we first show by induction on
k that

f .t; : : : ; t| {z }
n�k

; a; : : : ; a| {z }
k

/ D g.t; : : : ; t| {z }
n�k

; a; : : : ; a| {z }
k

/ for k D 0; : : : ; r :
As F.t/ D G.t/ the equation holds fork D 0. Now assume that the equation
holds up tok � 1 � 0. In (1.29)a andb are arbitrary so if we putb D t then we
have

kX
iD0

.�1/i�k

i

�
f .t; : : : ; t| {z }

n�i

; a; : : : ; a| {z }
i

/ D kX
iD0

.�1/i�k

i

�
g.t; : : : ; t| {z }

n�i

; a; : : : ; a| {z }
i

/
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By the induction hypothesis we have

k�1X
iD0

.�1/i�k

i

�
f .t; : : : ; t| {z }

n�i

; a; : : : ; a| {z }
i

/ D k�1X
iD0

.�1/i�k

i

�
g.t; : : : ; t| {z }

n�i

; a; : : : ; a| {z }
i

/
so subtracting these two equations gives us

f .t; : : : ; t| {z }
n�k

; a; : : : ; a| {z }
k

/ D g.t; : : : ; t| {z }
n�k

; a; : : : ; a| {z }
k

/;
as wanted. Now note that the two functions

f �.t1; : : : ; tr / D f .t1; : : : ; tr ; t; : : : ; t/
and

g�.t1; : : : ; tr / D g.t1; : : : ; tr ; t; : : : ; t/
are symmetric andn-affine and we have just shown that

f �.t; : : : ; t| {z }
k

; a; : : : ; a| {z }
r�k

/ D g�.t; : : : ; t| {z }
k

; a; : : : ; a| {z }
r�k

/ for k D 0; : : : ; r :
Theorem 1.23 then shows thatf � D g�.

Theorem 1.25.Let F.t/ and G.t/ be two polynomials of degree at most n with
corresponding n-polar forms f , g, and let there be given numbers

s1 � � � � � sn�r < sn�rC1 D � � � D sn < snC1 � � � � � s2n�r ;
where1� r � n. Then

F .k/.sn/ D G.k/.sn/; k D 0; : : : ; n� r;
if and only if

f .si ; : : : ; snCi / D g.si ; : : : ; snCi /; i D 1; : : : ; n� r C 1:
Proof. Let t D sn, ui D si for i � n � r , andui D siCr for i > n � r , i.e., we
have

u1 � � � � � un�r < t D � � � D t| {z }
r

< un�rC1 � � � � � u2n�2r :
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If we put

f �.t1; : : : ; tn�r / D f .t1; : : : ; tn�r ; t; : : : ; t| {z }
r

/
and

g�.t1; : : : ; tn�r / D g.t1; : : : ; tn�r ; t; : : : ; t| {z }
r

/;
then Theorem 1.23 shows thatf � D g� if and only if

f �.u1Ci ; : : : ; uiCn�r / D g�.u1Ci ; : : : ; uiCn�r /; for all i D 0; : : : ; n� r :
The result is now a consequence of Theorem 1.24.

Problems

1.5.1 Determine the 3-polar forms for:

(a) The polynomials 1,t , t2, t3.

(b) The Hermite polynomials of degree 3, cf. (1.4), p. 3.

(c) The Bernstein polynomials of degree 3.

1.5.2 Let f .t1; t2/ be a symmetric bi-affine function. Show that the three valuesf .0; 0/,
f .1; 0/, and f .2; 0/ are not independent and don’t determinef uniquely.

1.5.3 Construct the full triangular scheme in Figure 1.16 in the cubic case,n D 3.

1.6 B-spline curves

If we want a large degree of flexibility of a polynomial then the degree has to
be large. The evaluation becomes more expensive and the control polygon no
longer has to resemble the curve, cf. Figure 1.7. Furthermore, if a control point
is changed, then the whole curve is changed. The solution to these problems
is to use several polynomials defined on different intervals and meeting with a
certain degree of differentiability. This will be secured using Theorem 1.25 of the
previous section.

Definition 1.26. A knot sequenceor knot vectorin degreen is a sequence

t0 � � � � � tn| {z }
boundary knots

< tnC1 � � � � � tnCN�1| {z }
inner knots

< tnCN � � � � � t2nCN| {z }
boundary knots
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The first and lastnC1 knots are calledboundary knots, the others are calledinner
knots. If tr�1 < tr D � � � D trC��1 < trC� then we say that the knottr has
multiplicity �. We very often havet0 D � � � D tn andtnCN D � � � D t2nCN , i.e., the
boundary knots have multiplicitynC 1.

Definition 1.27. A B-spline curveof degreen with knot sequencet0; : : : ; t2nCN

andcontrol pointsor de Boor pointsd1 : : : ; dNCn is a piecewise polynomial curve
of degreen defined on the intervalTtn; tnCNU. The polynomial segments are de-
fined on intervals of the formTtr ; trC1U, with tr < trC1 and the corresponding polar
form fr is given by

fr .tr�nCi ; : : : ; trCi�1/ D dr�nCi ; i D 1; : : : ; nC 1

cf. Theorem 1.23. I.e., the polar form evaluated on allnC 1 sets ofn consecutive
knots in the subsequencetr�nC1; : : : ; tr ; trC1; : : : ; trCn.

Remark1.28. The outermost knotst0 andt2nCN do not enter into the definition.
Their presence is formally needed when we introduce thebasis spline functions
(B-splines), cf. Remark 1.34.

In Figure 1.17 we have plotted B-spline curves of various degrees. If a knot has
multiplicity n, so tr D � � � D trCn�1, say, then one of the control points are of
the form f .tr ; : : : ; tr /, i.e. it is a point on the curve, and we say that the knot
hasfull multiplicity. If the multiplicity is nC 1 (or higher) then the curve may be
discontinuous. As an immediate consequence of Theorem 1.25 we have

Theorem 1.29. If an inner knot tr has multiplicity� then a B-spline curve of
degree n is Cn�� at tr .

Conversely we have

Theorem 1.30.Suppose we have numbers u0; : : : ; um, integers�1; : : : ; �m�1, and
a curve defined onTu0; umU such that uj�1 < u j and

1. The restriction to each subintervalTu j�1; u j U is polynomial of degree n,
j D 1; : : : ;m.

2. It is Cn�� j at t j , j D 1; : : : ;m� 1.

Then the curve can be written as a B-spline curve with knot sequence

t0; : : : ; t2nCN D u0; : : : ; u0| {z }
nC1

; u1; : : : ; u1| {z }�1

; : : : ; um�1; : : : ; um�1| {z }�m�1

; um; : : : ; um| {z }
nC1
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Figure 1.17: B-spline curves. In the first two rows the degree is 3, in the third row the
degree is 2, and in the last row the degree is 5. In all cases the boundary knots have full
multiplicity and the inner knots are uniform. Compare with Figure 1.7.

http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline5-1.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline5-2.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline7-1.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline9-1.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline9-2.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline9-3.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline2-9-1.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline2-9-2.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline2-9-3.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline5-9-1.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline5-9-2.html
http://www.mat.dtu.dk/people/J.Gravesen/cagd/bspline5-9-3.html
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where N D 1 C Pm�1
jD1 � j . Furthermore, if we put mr D n C Pr

jD1 � j , for
r D 0; : : : ;m, then the control points are given by

di D fr .ti ; : : : ; tiCn�1/ for i D mr�1 � nC 1; : : : ;mr�1 C 1;
where fr is the polar form of the polynomial segment defined onTur�1; ur U DTtmr�1; tmr�1C1U, r D 1; : : : ;m.

Proof. We only have to show that the control points are well defined. I.e., if
mr�1 � nC 1� i � mrCl�1 � nC 1 then we need to show that

fr .ti ; : : : ; tiCn�1/ D frCl .ti ; : : : ; tiCn�1/:
If l D 1 this follows from Theorem 1.25, and induction gives the result for a
generall .

This theorem gives in particular that a B-spline defined on some knot sequence
can be considered as a B-spline on a refined knot sequence and it also tells us
what the new control points are. The process of refining a knot sequence is called
knot insertion. Inserting a single knot is described in the following theorem.

Theorem 1.31.Supposed1; : : : ; dnCN are the control points for a B-spline curve
of degree n on the knot sequence t0; : : : ; t2nCN . Let t� 2 Ttr�1; tr U, such that
tn � tr�1 < tr � tnCN . If we insert t� in the knot sequence then the new control
points are given by

d�i D
8><>:

di i D 1; : : : ; r � n.1� �i /di�1 C �i di i D r � nC 1; : : : ; r
di�1 i D r C 1; : : : ; nC N C 1

where�i D t� � ti�1

tiCn�1 � ti�1
.

Proof. Let t�1 ; : : : ; t�2nCm be the new knot sequence, i.e.,

t�i D
8><>:

ti i D 0; : : : ; r � 1

t� i D r

ti�1 i D r C 1; : : : ; 2nC N

If i � r � n, theni C n� 1� r � 1 and

d�i D g.t�i ; : : : ; t�iCn�1/ D g.ti ; : : : ; tiCn�1/ D di
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s1 s2 s3 s4 s5 s6t

.1; 1/

.1; 2/

.1; 3/

.2; 2/

.2; 3/

.3; 3/

d0
0

d0
1

d0
2

d0
3

d1
1

d1
2

d1
3

d2
2

d2
3

d3
3

Figure 1.18: de Boor’s algorithm for a cubic spline. To the left we have the parameter
line. When the interval labeled.k; i / is mapped affinely to the edgedk�1

i�1dk�1
i , thent is

mapped to the pointdk
i .

whereg is the polar form of some polynomial segment. Likewise, ifi � r C 1,
then

d�i D g.t�i ; : : : ; t�iCn�1/ D g.ti�1; : : : ; tiCn�2/ D di�1

whereg is the polar form of some polynomial segment.

We now let f be the polar form of the polynomial segment defined on the intervalTtr�1; tr U and considerr � n < i < r C 1. The new control points are given by

d�i D f .t�i ; : : : ; t�iCn�1/ D f .ti ; : : : ; tr�1; t�; tr ; : : : ; tiCn�2/:
If we in the proof of Theorem 1.23 lett1 D t� andsi D tiCr�n then we get

f .ti ; : : : ; tr�1; t�; tr ; : : : ; tiCn�2/D f .si�rCn; : : : ; sn�1; t1; sn; : : : ; siC2n�r�2/D .1� �1
i�rCn�1/ f .si�rCn�1; : : : ; siC2n�r�2/C �1

i�rCn�1 f .si�rCn; : : : ; siC2n�r�1/D .1� �i / f .ti�1; : : : ; tiCn�2/C �i f .ti ; : : : ; tiCn�1/D .1� �i /di�1 C �i di

where �i D �1
i�rCn�1 D t1 � si�rCn�1

si�rC2n�1 � si�rCn�1
D t� � ti�1

tiCn�1 � ti�1
:

See the first two rows in Figure 1.16
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Thede Boor’s algorithmis the process of repeated insertion of a knot until we get
full multiplicity and have obtained a point on the curve. We can formulate it as a
theorem:

Theorem 1.32.Let r be a B-spline curve of degree n with knots t0; : : : ; t2nCN and
control pointsd1; : : : ; dnCN . If t 2 Ttr�1; tr U and tn � tr�1 < tr � tnCN then we
can determine the pointr.t/ on the curve by de Boor’s algorithm. First initialize:

si D tr�nCi i D 1; : : : ; 2n

d0
i .t/ D drC1�nCi i D 0; : : : ; n

Then for kD 1; : : : ; n do:

�k
i D t � si

snC1Ci�k � si

dk
i .t/ D �

1� �k
i

�
dk�1

i�1.t/C �k
i dk�1

i .t/
9=; i D k; : : : ; n

Finally, the point on the curve isr.t/ D dn
n.t/.

This is the same algorithm that is described in Figure 1.16. We just have to put
t1 D � � � D tn D t and

dk
i .t/ D f .s1CkCi ; : : : ; sn| {z }

n�k�i

; t; : : : ; t| {z }
k

; snC1; : : : ; snCi| {z }
i

/:
See Figure 1.18 for a geometric picture. As we repeatedly uses convex combi-
nations we have the convex hull property, but ift 2 Ttr�1; tr U, then we only uses
the control pointsdr�n; : : : ; drC1 so we havethe strong convex hull property:
r
�Ttr�1; tr U� is contained in the convex hull offdr�n; : : : ; drC1g, see Figure 1.19.

The derivative of a B-spline curve can be found by formulas analogous to Theo-

Figure 1.19: A B-spline curve of degreen is contained in the union of the convex hull of
any set ofnC 1 consecutive knots.

rem 1.9
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Theorem 1.33.Let r be a B-spline curve of degree n, with knots t0; : : : ; t2nCN ,
and control pointsd1; : : : ; dnCN . The derivativer 0 is a B-spline curve of degree
n � 1, with knot sequence t1; : : : ; t2nCN�1, (i.e., with the same inner knots) and
control points

d0i D n
�
di � di�1

�
tiCn�1 � ti�1

: (1.31)

Alternatively, if t 2 Ttr ; trC1U, where tr < trC1, then run de Boor’s algorithm to
the second last step,(i.e., insert t as a knot to multiplicity n� 1). The derivative
is then given by

r 0.t/ D n
�
dn�1

n .t/� dn�1
n�1.t/�

snC1 � sn
D n

�
dn�1

n .t/� dn�1
n�1.t/�

trC1 � tr
(1.32)

Proof. It is clear thatr 0 is piecewise polynomial of degreen� 1 and ifr is Cn��
at some inner knot, thenr 0 is Cn���1 at the same knot. Theorem 1.30 now implies
that the derivativer 0 has the same inner knots as the original curver . Let f be the
n-polar form forr in the intervalTtiCn�1; tiCnU. By (1.28), p. 23, we see that the.n� 1/-polar form forr 0 in the same interval is given by

.u1; : : : ; un�1/ 7!
n

tiCn�1 � ti�1

�
f .u1; : : : ; un�1; tiCn�1/� f .u1; : : : ; un�1; ti�1/�:

Using Theorem 1.30 again we see that the control points are given by

d0i D n

tiCn�1 � ti�1

�
f .ti ; : : : ; tiCn�2; tiCn�1/� f .ti ; : : : ; tiCn�2; ti�1/�

D n

tiCn�1 � ti�1

�
di � di�1

�:
This establishes (1.31). Letf be then-polar form forr in the intervalTtr ; trC1U.
The two points in the second last step of de Boor’s algorithm are given by

dn�1
n�1.t/ D f .t; : : : ; t; sn/ D f .t; : : : ; t; tr /

dn�1
n .t/ D f .t; : : : ; t; snC1/ D f .t; : : : ; t; trC1/

cf. Figure 1.16. The expression (1.32) is now a consequence of (1.28).

We have aclosedB-spline if we have a (bi-infinite) knot sequence with periodic
differences, and a (bi-infinite) periodic control polygon. Alternatively we have a
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d1 D d6

d2 D d7

d3 D d8d4

d5

Figure 1.20: A closed cubic B-spline with a uniform knot sequence (0; 1; : : : ; 11).

B-spline defined onTtn; tnCNU with the knot sequencet0; : : : ; t2nCN and control
polygond1; : : : ; dnCN such that

tiCN � tiCN�1 D ti � ti�1; i D 1; : : : ; 2n; (1.33)

diCN D di ; i D 1; : : : ; nC 1; (1.34)

see Figure 1.20.

If we are given a knot sequence and fori D 1; : : : ; N C n apply de Boor’s algo-
rithm to the scalar coefficients (control points)

d j D �i j D (
1; i D j

0 i 6D j
j D 1; : : : ; N C n;

then we obtainN C n functions Nn
i .t/ called thebasis-or B-splines, see Fig-

ure 1.21. Sometimes we will writeNn
i .t jt/ to emphasize the dependence on the

knot sequencet D t0; : : : ; t2nCN . The B-splines can be used to parameterize a
B-spline curve explicitly, cf. Problem 1.6.1:

r.t/ D nCNX
iD1

di N
n
i .t/ (1.35)

As the de Boor algorithm only uses the coefficientsdrC1�n; : : : ; drC1 in order to
evaluate the B-splineNn

i .t/ for t 2 Ttr ; trC1U, it follows that

Nn
i .t/ D 0 if t =2 Tti�1; tiCnU:

On the other hand, when we run de Boor’s algorithm for at 2Utr ; trC1T, then the
coefficients�k

j and 1� �k
j are strictly positive so

Nn
i .t/ > 0 if t 2Uti�1; tiCnT:
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N3
i .t/; i D 1; : : : ; 8

t
t1; : : : ; t4 t9; : : : ; t12

t5 t6 t7 t8

N3
i .t/; i D 1; : : : ; 8

t
t1; : : : ; t4 t9; : : : ; t12

t5 t6 t7 t8

N3
i .t/; i D 1; : : : ; 8

t
t1; : : : ; t4 t9; : : : ; t12

t5 t6; t7
t8

N3
i .t/; i D 1; : : : ; 8

t
t1; : : : ; t4 t9; : : : ; t12

t5; t6; t7
t8

Figure 1.21: Cubic B-splines with different knot sequences

All in all we have that thesupportof a B-spline is

supp
�
Nn

i

� D Tti�1; tiCnU: (1.36)

Remark1.34. If i D 1 then we need the knott0 and if i D N � n then we need
the knott2nCN . On the other hand, these two knots only have an effect on the
B-splines outside the intervalTtn; tnCNU, so they have no influence on a B-spline
curve, cf. Remark 1.28.

If we choose control pointsdi D 1 for all i , then the resulting function is constant
1, so the B-splines form apartition of unityon the intervalTtn; : : : ; tnCNU:

Nn
i .t/ � 0; i D 1 : : : ; N C n;

NCnX
iD1

Nn
i .t/ D 1

(1.37)

The B-splines can be found by a recurrence analogous to (1.13),

N0
i .t/ D

(
1 if t 2 Tti�1; ti T
0 otherwise

i D 1; : : : ; 2nC N:
Nr

i .t/ D t � ti�1

tiCr�1 � ti�1
Nr�1

i .t/C tiCr � t

tiCr � ti
Nr�1

iC1 .t/;
i D 1; : : : ; 2nC N � r; r D 1; : : : ; n:

(1.38)
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Once more the outermost knotst0 andt2nCN are needed. The derivative of a B-
spline is

d

dt
Nn

i .t/ D n

tnCi�1 � ti�1
Nn�1

i .t/� n

tnCi � ti
Nn�1

iC1 .t/: (1.39)

The higher order derivative can be found by recursive use of this equation:

dk

dtk
Nn

i .t/ D n

tnCi�1 � ti�1

dk�1

dtk�1
Nn�1

i .t/� n

tnCi � ti

dk�1

dtk�1
Nn�1

iC1 .t/; (1.40)

or we can extend the recursion (1.38) to include the derivatives to any desired
order:

dk

dtk
Nr

i .t/ D t � ti�1

tiCr�1 � ti�1

dk

dtk
Nr�1

i .t/C tiCr � t

tiCr � ti

dk

dtk
Nr�1

iC1 .t/
C k

tiCr�1 � ti�1

dk�1

dtk�1
Nr�1

i .t/� k

tiCr � ti

dk�1

dtk�1
Nr�1

iC1 .t/: (1.41)

To start the recursion we have of course thatdk

dtk N0
i .t/ D 0 for all i andk > 0.

Let f .t/ D PnCN
iD1 di Nn

i .t/. Obviously the graph is a B-spline curve and now
we want to find the control points. The ordinates are by definitiondi , but what
are the abscissas? The graph is a curve parametrized by

�
t; f .t/� so we want to

expresst 7! t as a B-spline function. The de Boor control points of this function
are called theGreville abscissasand we only need to find then-polar form and
insertn consecutive knots. This is easy, then-polar form of the polynomialt is
1
n.t1 C � � � C tn/ so the Greville abscissas are

�i D 1

n

�
ti C � � � C tiCn�1

�; (1.42)

and the graph can be parametrized as

�
t

f .t/
� D nCNX

iD1

��i
di

�
Nn

i .t/:
Problems

1.6.1 Prove that (1.35) is a parametrization of the B-spline curve.
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1.6.2 Prove the recurence formula (1.38). Hint: Consider the de Boor algorithm for a
t 2 Ttr�1; tr T,

: : : dr�n dr�nC1 : : : dr�1 dr : : :& . & .
d.1/

r�nC1.t/ : : : d.1/
r .t/& .:::& .

d.n/
r .t/

and prove by induction that

r .t/ D rX
iDr�nCm

dm
i .t/Nn�m

i .t/;
where we now letNn�m

i .t/, m D n; : : : ; 0 be given by (1.38). First show that the
equation is true form D n. Then assume it’s true for somem (with 0 < m � n).
Write dm

i in terms ofdm�1
i , collect coeficients ofdm�1

i and compare with (1.38).

1.6.3 Let Nn
i .t/ be the B-splines of degreen on the bi-infinite uniform knot sequenceZ.

(a) Show thatNn
i .t/ D Nn

0 .t � i / for all i 2 Z.

(b) Prove therefinementequation:

Nn
1 .t/ D nX

iD1

Nn
i .2t/ D nX

iD1

Nn
1 .2t � i C 1/:

1.6.4 Prove (1.39), (1.40), and (1.41).



Chapter 2

Differential Geometry of Curves

2.1 Introduction

Intuitively a curve is a one-dimensional object, i.e., an object that can be described
by a single parameter. A curve with a particular choice of parameter is called
a parameterized curveand we have in the previous chapter already seen many
examples of this concept.

In this chapter we will studylocal properties of abstract curves. The main result
is that a plane curve is completely determined by a single real valued function,
the curvature, and a space curve is completely determined by two real valued
functions, thecurvatureandtorsion. A curve inRn is completely determined by
n� 1 functions, called the curvatures.

2.2 Parameterized Curves

Our study of curves will be restricted to a certain class of curves. First of all we
want to use calculus in the analysis so a curve has to be described by a differential
function1. If the derivative of a mapr V R! R

n vanishes at some point then the
image can have sharp corner or a cusp, see Problems 2.2.1 and 2.2.2, and we want
to avoid that too. So we will only work withregular curves. Our main interest are
plane curves or space curves so in the following you may think ofR

n asR2 orR3.

Definition 2.1. A regular parametrizationof classCk, with k � 1, of a curve in
R

n is a vector functionr V I ! R
n defined on an intervalI which satisfies

1Besides the convenience of being able to use calculus there is a more severe reasons for
insisting on differentiable functions. There exists continuous mapsT0; 1U ! T0; 1Un whose image
is all of T0; 1Un and we do not want to call them curves.

39
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1. r is of classCk.

2. r 0.t/ 6D 0 for all t 2 I .

The variablet is called theparameterand I is called theparameter interval.

Example 2.1 The functionr .t/ D .t; t2� 1/, t 2 R, is a regular parametrization because
r is of classC1 andr 0.t/ D .1; 2t/ 6D .0; 0/ for all t 2 R. The image ofr is the parabola
shown in Figure 2.1

Example 2.2 The functionr .t/ D .r cost; r sint; ht/, wherer; h > 0, is a regular para-
metrization becauser is of classC1 andjr 0.t/j2 D r 2 sin2 tCr 2 cos2 tCh2 D r 2Ch2 6D 0
for all t 2 R. The image ofr is theright circular helix shown in Figure 2.1.

Figure 2.1: To the left a parabola to the right a circular helix.

Definition 2.2. An allowable change of parameterof classCk is a real function
f V I1 ! I such that

1. f is of classCk.

2. f 0.t/ 6D 0 all t 2 I1.

As I is an interval we have eitherf 0.t/ > 0 for all t 2 I , in which case we call
f orientation preserving, or f 0.t/ < 0 for all t 2 I , in which case we callf
orientation reversing. If f V I1 ! I is an allowable change of parameter of class
Ck then the conditionf 0.t/ 6D 0 implies that the inverse exists and is an allowable
change of parameter of classCk. If r V I ! R

n is a regular parameterization
of a curve andf V I1 ! I is an allowable change of parameter and both are of
classCk thenr1 D r � f V I1 ! R

n is of classCk too, and it satisfiesr 01.t/ D
r 0. f .t// f 0.t/ 6D 0, i.e., it is a regular parametrization, see Figure 2.2. We say that
r1 is areparameterizationof r , and this defines an equivalence relation on the set
of parametrizations, cf. Problem 2.2.5. We will consider a regular parametrization
of classCk and any reparametrization as defining the samecurve, that is
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t1 t0

r .t0/ D r1.t1/
rr1 D r � f f

f �1

Figure 2.2: Reparametrization of a curve

Definition 2.3. A regular curvein Rn is a collection of regular parametrizations
r V I ! R

n of classCk any two of which are reparametrizations of each other.

An oriented regular curveinRn is a collection of regular parametrizationsr V I !
R

n of classCk any two of which are orientation preserving reparametrizations of
each other.

A regular parametrizationr V I ! R
n uniquely determines a curve and all other

parametrizations are related to it by an allowable change of parameter. Thus we
may say “the curve given byr.t/...”. However, a property of or a concept associ-
ated with the parametrizationr V I ! R

n need not be a property of the underlying
curve. Any property of or concept associated with the curve must be common to
all representations or, as we say, “independent of the parameter”.

A regular curve given byr V I ! R
n is said to besimpleif there are no multiple

points; that is, ift1 6D t2 implies r.t1/ 6D r.t2/. This is clearly a property of the
curve, not of the parametrization. Locally, a regular curve is always simple, cf.
Problem 2.2.6.

If we think of the curve as the path of a moving particle thenr 0.t0/ is the velocity
of the particle at timet D t0.

Definition 2.4. The velocity vectorof a regular parametrizationr V I ! R
n

at t D t0 is the derivativer 0.t0/. The velocity vector fieldis the vector valued
functionr 0 V I ! R

n. Thespeedof r at t D t0 is the length of the velocity vector
at t D t0,

��r 0.t0/��. Thetangent vectoris the unit vectort.t0/ D r 0.t0/=jr 0.t0/j, and
thetangent vector fieldis the vector valued functiont 7! t.t/.
Observe that the regularity condition ensures that the instantaneous speed always
is different from zero so we are able to divide byjr 0j and definet. When we
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have a vector fieldv V .a; b/ ! R
n along a curver then we should think of the

vectorv.t/ to be attached to the point�.t/, see Figure 2.3. Ifr andr1 D r � f

Figure 2.3: To the left the velocity vector field and to the right the tangent vector field.

are reparametrizations of each other thenr 01.t/ D f 0.t/r 0. f .t// so the velocity
vector depends on the parametrization, but the tangent vectors satisfiest1.t/ D
f 0.t/=j f .t/j t. f .t// D �t. f .t// so the tangent vector is a well defined property
of an oriented curve, but is in general only defined up to a sign.

Definition 2.5. The straight line through a pointr.t/ on a regular curve parallel
to the tangent vector is called thetangent lineto the curve atr.t/.
A more geometric way of defining the tangent x0

x1
x2

Figure 2.4: As x1 and x2

approachesx0 the secant ap-
proaches the tangent line.

line at a pointx0 on a curve is as the limit po-
sition of asecant, i.e., a straight line through two
pointsx1 6D x2 on the curve whenx1; x2 ! x0,
see Figure 2.4.

That the limit position of such a secant indeed is
the tangent is shown in Problem 2.2.7.

The tangent to a regular curve given byr V I ! R
n at the pointr.t0/ can be

parameterized as

u 7! r.t0/C ut.t0/ or u 7! r.t0/C ur 0.t0/ (2.1)

2.2.1 Length of curves

An arc of a curve given byr V I ! R
n is a curve given by the restriction ofr to

a closedintervalTa; bU � I . The pointsr.a/ andr.b/ are called theend pointsof
the arc.
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Definition 2.6. If r V I ! R
n is a regular parametrization of a curve andTa; bU 2

I then thelengthof the arcr jTa;bU isZ b

a
jr 0.t/j dt:

The following proposition shows that the length of an arc is independent of the
parametrization.

Proposition 2.7. Let f V I1 ! I be a reparametrization of a curver V I ! R
n,

and letr1 D r � f . If f .Ta1; b1U/ D Ta; bU, thenZ b

a
jr 0.t/j dt D Z b1

a1

jr 01.u/j du:
The proof is left as Problem 2.2.8.

Definition 2.8. If r V I ! R
n is a regular parametrization of a curve andt0 2 I

then thearc lengthmeasured fromt0 is the function

s.t/ D Z t

t0
jr 0.� /j d�; t 2 I : (2.2)

If t � t0, thens � 0 and is equal to the length of the arc betweenr.t0/ andr.t/.
If t � t0, thens � 0 and is equal to minus the length of the arc betweenr.t0/ and
r.t/.
If r is of classCk then the velocityr 0 is of classCk�1 and as the velocity never
vanishes the speedjr 0j is of classCk�1 too. It now follows that the arc length
s is of classCk and thats0.t/ D jr 0.t/j > 0 for all t 2 I . Hences D s.t/ is an
allowable change of parameter and we can uses as a parameter on the curve. This,
of course, is an abuse of notation,s denotes both the function defined by (2.2) and
a parameter, i.e, a real number. Similarly, we will denote the inverse function of
t 7! s.t/ by s 7! t .s/ sot will also denotes both a function and a parameter. The
reparametrization oft 7! r.t/ by arc length, i.e.,s 7! r.t .s// will be denoted
by the same symbolr , the advantage of this abuse of notation is that we now can
write identities like����dr

ds

���� D ����dr
dt

���� ����dt

ds

���� D ����dr
dt

���� � ����ds

dt

���� D ����dr
dt

���� � ����dr
dt

���� D 1: (2.3)

A parametrization by arc length is called anatural parametrization, or more pre-
cise
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Definition 2.9. A parametrizationr V I ! R
n is called anatural parametrization

if jr 0.s/j D 1 for all s 2 I .

We now have

Proposition 2.10. If r V I ! R
n is a natural parametrization, then

1. The length of the arc betweenr.s1/ andr.s2/ is js2 � s1j.
2. If s� 7! r�.s�/ is another natural parametrization, then sD �s�Cconstant.

3. If t is an arbitrary parameter, thenjds=dt j D jdr=dt j.
4. The tangent vector ist D dr=ds.

Proof. The proof of 1 and 2 is left as Problems 2.2.9 and 2.2.10. Now 3 follows
from (2.3). Finallyt D dr

ds

� ��dr
ds

�� D dr
ds, which proves 4.

A more geometric definition of arc length is in

Figure 2.5: An approximating
polygonP and a refinementP0.

terms of approximating polygons. Let an arc be
given by a parametrizationr.t/ with t 2 Ta; bU
and consider a partition

a D t0 < t1 < � � � < tm D b (2.4)

of the intervalTa; bU. This determines a sequence
of points inRn

x0 D r.t0/; x1 D r.t1/; : : : xm D r.tm/:
The points form anapproximating polygon Pas shown in Figure 2.5 The length
of P is clearly

`.P/ D mX
iD1

jxi � xi�1j D nX
iD1

jr.ti /� r.ti�1/j
If the partition is refined to give a better polygonal approximatingP0, see Fig-
ure 2.5 then we clearly havè.P0/ � `.P/ so we are lead to consider the quantity

` D sup
n mX

iD1

jr.ti /� r.ti�1/j ��� a D t0 < t1 < � � � < tm D b;m 2 No: (2.5)

Observe that this makes sense even ifr is only continuous, but we may have` D 1.
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Definition 2.11. The image of a mapr V Ta; bU ! R
n is calledrectifiablewith

length` if

` D sup
n mX

iD1

jr.ti /� r.ti�1/j ��� a D t0 < t1 < � � � < tm D b;m 2 No <1:
The following theorem shows that the two notions of arc length coincide.

Theorem 2.12.Let r V Ta; bU ! R
n be of class C1, then the image is a rectifiable

arc with length ` D Z b

a
jr 0.t/j dt:

Proof. Let r.t/ D �
x1.t/; : : : ; xn.t/� and putM D max

�jr 0.t/j �� t 2 Ta; bU	. If
we have a partition (2.4) then

mX
iD1

jr.ti /� r.ti�1/j � mX
iD1

nX
jD1

jx j .ti /� x j .ti�1/j
D mX

iD1

nX
jD1

jx0j .�i ; j /.ti � ti�1/j � mX
iD1

nX
jD1

jx0j .�i ; j /j.ti � ti�1/
� mX

iD1

nX
jD1

M.ti � ti�1/ D mX
iD1

nM.ti � ti�1/ D nM.b� a/;
whereti�1 < �i ; j < ti . So` is finite and the arc is rectifiable.

Now consider an arbitrary� > 0. As r is of classC1 we can find�1 > 0 such thatjx0j .t/ � x0j .t 0/j < �=�3n.b� a/�, j D 1; : : : ; n, if jt � t 0j < �1. Furthermore,
we can find�2 > 0 such that for a partition (2.4) withti � ti�1 < �2 we have���R b

a jr 0.t/j dt �Pm
iD1 jr 0.ti /j.ti � ti�1/��� < �=3. Now let � D minf�1; �2g, and

choose a partition such that the corresponding approximating polygon has a length
that satisfies 0� ` � `.P/ < �=3. If we refine the partition then the inequalities
are still satisfied so we may assume that the partition hasti � ti�1 < �. For such
a partition we have����`� Z b

a
jr 0.t/j dt

���� � j`� `.P/j C ����`.P/� Z b

a
jr 0.t/j dt

����
� �

3
C ����� mX

iD1

��r.ti /� r.ti�1/��� Z b

a
jr 0.t/j dt

�����
D �

3
C ����� mX

iD1

����� nX
jD1

.x j .ti /� x j .ti�1//ej

������
Z b

a
jr 0.t/j dt

�����
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wheree1; : : : ; en is the standard basis inRn, by the mean value theorem we get

D �
3
C ����� mX

iD1

����� nX
jD1

x0j .�i ; j /ej

����� .ti � ti�1/� Z b

a
jr 0.t/j dt

�����
by adding and subtracting

P
i jr.ti /j.ti � ti�1/, we obtain

� �
3
C ����� mX

iD1

 ����� nX
jD1

x0j .�i ; j /ej

������
����� nX

jD1

x0j .ti /ej

�����
! .ti � ti�1/

�����
C ����� nX

iD1

jr.ti /j.ti � ti�1/� Z b

a
jr 0.t/j dt

�����
as
��jpj � jqj�� � jp� qj we have

� �
3
C ����� mX

iD1

����� nX
jD1

�
x0j .�i ; j /� x0j .ti /�ej

����� .ti � ti�1/
�����C �

3

� 2�
3
C mX

iD1

nX
jD1

��x0j .�i ; j /� x0j .ti /��.ti � ti�1/
< 2�

3
C mX

iD1

nX
jD1

�
3n.b� a/.ti � ti�1/ D �

as� is arbitrary we see that
���`� R b

a jr 0.t/j dt
��� D 0.

2.2.2 Curvature

Definition 2.13. Let r V I ! R
n be a regular curve with arc lengths and tangent

vectort. Thecurvature vectoris � D dt
ds

and thecurvatureis a� D j� j. If � 6D 0

then theradius of curvatureis is � D 1=� , the center of curvatureis the point
cD r C �2

� , and thecircle of curvatureis the circle with centerc and radiusj�j.
As t � t D 1 differentiation with respect to arc length shows thatt � t0 D 0 and hence
thatt ? � .

In practise curves are rarely given by their natural parametrization, but the follow-
ing lemma tells us how to determine the curvature of curve given in an arbitrary
parametrization.
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Figure 2.6: To the left a curvature plot and to the right a porcupine plot of a cubic B-spline
curve. The endpoints of Bézier segments are indicated on both plots.

Theorem 2.14.Let r V I ! R
n be a regular parametrization of a curve. Then

� D jr 0j2r 00 � .r 0 � r 00/r 0jr 0j4 and � D pjr 0j2jr 00j2 � .r 0 � r 00/2jr 0j3 :
Furthermore, if� 6D 0, then

d�

dt
D 4.r 0 � r 00/2 � jr 0j2jr 00j2 � jr 0j2.r 0 � r 000/jr 0j6 r 0 � 3

r 0 � r 00jr 0j4 r 00 C r 000jr 0j2 :
Proof. We havet D r 0=jr 0j so

dt
dt
D r 00jr 0j � r 0 � r 00jr 0j3 r 0 D jr 0j2r 00 � .r 0 � r 00/r 0jr 0j3

so

� D dt
ds

D dt
dt

�
ds

dt
D jr 0j2r 00 � .r 0 � r 00/r 0jr 0j4 ;

and hence

� � � D jr 0j4jr 00j2 C .r 0 � r 00/2jr 0j2 � 2jr 0j2.r 0 � r 00/2jr 0j8 D jr 0j2jr 00j2 � .r 0 � r 00/2jr 0j6 :
Differentiating the equation for� finishes the proof.

The curvature is often used to assess the quality of a curve, either in the form of
a curvature plotor aporcupine plot, see Figure 2.6. In a porcupine plot the curve
is plotted along with the vector field ‘�scale� � ’. A designer normally wants a
slowly varying curvature plot without unnecessary undulations, so the curve above
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would not be satisfactory. The designer would then change the curve slightly
either by changing the control points manually, or by an automatic procedure, eg.
by minimizing

R .d�=ds/2 ds, under the side condition that the control points are
only allowed to move a certain distance. This process is calledfairing and the
goal is to obtain afair curve.

2.2.3 Contact

An important notion in geometry is the concept of contact between objects. First
we need the distance between points and subsets.

Definition 2.15. Let p be a point inRn and letA be a nonempty subset ofRn.
Thedistancebetweenp andA is

d.p; A/ D inf
�jp� qj �� q 2 A

	:
Normally A will be a nice geometric object like a line, a plane, a circle, etc., but
the definition makes sense for any subset ofR

n.

Example 2.3 Let L be the line parametrized ast 7! x0C tewheree is a unit vector. Then

d.x; L/ D p
r � r � .r � e/2; wherer D x� x0. (2.6)

Let C be the circle parametrized ast 7! x0 C r coste1 C r sinte2, wheree1; e2 is an
orthonormal pair of vectors. Then

d.x;C/ D q
r � r C r 2 � 2r

p.r � e1/2 C .r � e2/2 wherer D x� x0. (2.7)

Definition 2.16. Let r V I ! R
n be a regular parametrization of a curve and letA

be a subset ofRn. We say that the curve hascontactwith A of orderk at r.t0/ if

d
�
r.t/; A

�
.t � t0/k ! 0 for t ! t0:

If t D f .u/ is a reparametrization withf .u0/ D t0 then we have

d
�
r. f .u//; A

�
.u� u0/k D d

�
r.t/; A

��
f .u/� f .u0/�k

�
f .u/� f .u0/�k.u� u0/k

D d
�
r.t/; A

�
.t � t0/k

�
f .u/� f .u0/

u� u0

�k

and as
�

f .u/ � f .u0/� � .u � u0/ ! f 0.u0/ 6D 0 for u ! u0 we see that the
notion of contact of orderk is a property of the curve. It can in general be difficult
to determine the order of contact, but when it comes to contact between curves the
following theorem is helpful
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Theorem 2.17.Let r1 and r2 be natural parametrizations of two regular curves
of class Ck. Supposer2.s/ 6D r1.s0/ if s 6D s0, thenr1 has contact of order k with
r2 at r1.s0/ if and only ifr .l /1 .s0/ D r .l /2 .s0/ for all l D 0; : : : ; k.

Proof. We only prove the ‘if’ part. As the Taylor expansions ofr1 andr2 agree
up to orderk we haver1.s� s0/� r2.s� s0/ D o

�.s� s0/k� and hence

d
�
r1.s/; r2

�
.s� s0/k D infs1

��r1.s/� r2.s1/��.s� s0/k
� ��r1.s/� r2.s/��.s� s0/k D o

�.s� s0/k�.s� s0/k ! 0 for s! s0.

The ‘only if’ part is considerable more difficult, and we will return to a special
case in Chapter 4

It can now be shown that the only straight line which has contact of order 1 with
a curve at some point is the tangent line at that point, cf. Problem 2.2.18.

Problems

2.2.1 Show, that the vector function

r .t/ D
8><>:
.�e�1=t2; e�1=t2/ for t < 0.0; 0/ for t D 0.e�1=t2; e�1=t2/ for t > 0

is of classC1, and thatr 0.0/ D 0.

2.2.2 Show that the vector function

r .t/ D �
t3; t2

�; t 2 R
is of classC1, and thatr 0.0/ D 0.

2.2.3 Prove that a Bézier curve is either constant or piecewise a regular curve.

2.2.4 Prove that a B-spline curve is piecewise a constant or a regular curve.

2.2.5 We say that two vector functionsr i V I i ! R
n, i D 1; 2, of classCk areequivalent

and writer1 � r2 if there exists an allowable change of parameterf V I2 ! I1 of
classCk such thatr2 D r1 � f . Show that� is anequivalence relation, i.e., that

(a) r � r .

(b) r1 � r2 ) r2 � r1.
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(c) r1 � r2 ^ r2 � r3 ) r1 � r3.

2.2.6 Show that ifr V I ! R
n is of classC1 andr 0.t/ 6D 0 for a t 2 I then there exists

an� > 0 such thatr j.t��;tC�/\I is injective.

2.2.7 Let r V I ! R
n be a regular parametrization, and lett0 2 I . Show that ift1; t2 2 I

are different and sufficiently close tot0 then there is a well definedsecantthrough
r .t1/ and r .t2/. Show that ift1 < t2 and t1; t2 ! t0 then the unit vector in the
directionr .t2/ � r .t1/ converges to the tangent vectort.t0/.

2.2.8 Prove Proposition 2.7, p. 43.

2.2.9 Prove 1 in Proposition 2.10, p. 44.

2.2.10 Prove 2 in Proposition 2.10, p 44.

2.2.11 Find the arc length of thehelix in Example 2.2, and determine a natural parametri-
zation.

2.2.12 Determine a parametrization of the tangent line to the parabola in Example 2.1 at
an arbitrary point.

2.2.13 Determine a parametrization of the tangent line to the helix in Example 2.2 at an
arbitrary point.

2.2.14 Prove that if the curvature of a regular curve is zero then the curve is a straight line.

2.2.15 Prove that
d�
dt

D �� � d�

dt
,

d�

ds
D 1jr 0j d�dt

, and
d�
ds

D 1jr 0j d�dt
.

2.2.16 Prove (2.6), p. 48.

2.2.17 Prove (2.7), p. 48.

2.2.18 Prove that if a curve has contact of order 1 with a straight line then the line is the
tangent line.

2.2.19 Let a regular curve be given by a parametrizationr .t/ defined on the intervalTa; bU,
let s.t/ be the arc length function, leta D t0 < t1 < � � � < tm D b be a sequence of
parameter values, and putsi D s.ti / andvi D s0.ti / D jr 0.ti /j.

(a) Show that the inverse functiont .s/ satisfiesti D t .si / andt 0.si / D wi D 1=vi .

(b) Show that there is a unique B-spline functionf V Ts0; smU ! Ta; bU of degree
3 with knot vector

s0; s0; s0; s0; s1; s1; s2; s2; : : : ; sm�1; sm�1; sm; sm; sm; sm

such thatf .si / D ti , and f 0.si / D wi .

(c) Determine the control points forf (in this situation we consider a map into
R so a control point is just a real number).
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2.3 Plane Curves

We now specialize to curves in the plane, i.e., we consider a regular parametriza-
tion r V I ! R

2. If t is the tangent vector at some point then thenormal vectoris
the vectorn such that.t; n/ is a positively oriented orthonormal basis ofR2, see
Figure 2.7. Just like the tangent vector, the normal vector is an invariant concept
associated with an oriented curve. It changes sign if the orientation is reversed.

As the curvature vector� D dt=ds and the tan-
t

n

Figure 2.7: The tangent vector
t and the normal vectorn of a
plane curve.

gent vectort are orthogonal we see that� and
n are parallel. In other words we have� � �n.
This means that we in the planar case can define
a signed curvature, which we will denote with
the same symbol�, hopefully without causing to
much confusion. We will in this case denote the
previous defined curvature and radius of curva-
ture withj�j andj�j respectively.

Definition 2.18. Theplane curvatureof a regular plane curve is� D � � n and the
plane radius curvatureis � D 1=� .

If the orientation on a curve is reversed then both the tangent vector and the arc
length changes sign, so the derivative dt=ds D �n is left unchanged and is thus a
property of the curve. On the other handn changes sign so� and� changes sign
too. All in all we have

Proposition 2.19. For a regular plane curve we have thatj�j, j�j, � D �n, �n,
and the circle of curvature are invariant concepts associated with the curve. While
t, n, �, and� are concepts associated with an oriented curve and changes sign if
the orientation is reversed. We furthermore have theFrenet-Serret equationsfor a
plane curve:

dt
ds

D �n; dn
ds

D ��t: (2.8)

Proof. The only thing left to prove is the Frenet-Serret equations and we leave
that as Problem 2.3.7.

As the normal vector is to the left we easily see that if� > 0 then the curve turns
left, if � < 0 then the curve turns right, and that if� D 0 at some point and has
different sign on each side of the point then the curve has an inflection point.

Example 2.4 Consider the circle with radiusr > 0 given by the parametrization

r .t/ D .x0 C r cost; y0 C r sint/:
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We easily see thatr 0.t/ D .�r sint; r cost/, andjr 0.t/j D r , so the arc length measured
from t D 0 is s D R t

0 r d� D r t . I.e., t D s=r and we obtain a natural parametrization
by s 7! r .s=r / D �

x0 C r cos.s=r /; y0 C r sin.s=r /�. The tangent vector ist D dr=ds D�� sin.s=r /; cos.s=r /� and the normal vector isn D �� cos.s=r /;� sin.s=r /� and�n D
dt=ds D 1=r

�� cos.s=r /;� sin.s=r /� D n=r . From this we see that the curvature is
constant� D 1=r , the radius of curvature is� D r and the circle of curvature is the circle
itself.

A more geometric way of defining the circle of x0

x1

x2

x3

C0

C

Figure 2.8: If x1; x2; x3 ! x0

thenC ! C0.

curvature at a pointx0 on a curve is as the limit
position of a circle through three distinct points
x1, x2, andx3 on the curve asx1; x2; x3 ! x0,
see Figure 2.8, and Problem 2.3.1.

It can also be shown that the circle of curvature is
the only circle that has contact of order 2 with the
curve, cf. Problem 2.3.2

Given a natural parametrization it is a simple mat-
ter to determine the curvature. It is in general impossible to determine a natural
parametrization, but the following theorem tells how to calculate the curvature
from an arbitrary regular parametrization.

Theorem 2.20.Let t 7! r.t/ D �
x.t/; y.t/� be a regular parametrization of class

C2. The curvature is then given by

� D �
r 0; r 00���r 0��3 D

����x0 x00
y0 y00

�����
x02 C y02

�3=2
;

and the derivative with respect to arc length is

d�
ds

D jr 0��2�r 0; r 000�� r 0 � r 00Tr 0; r 00�jr 0��6 :
Proof. Let s denotes the arc length of the curve. We then have

dr
dt
D ds

dt

dr
ds

D ds

dt
t;

d2r
dt2

D d2s

dt2
t C �ds

dt

�2 dt
ds

D d2s

dt2
t C �ds

dt

�2 �n:
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Hence �
dr
dt
; d2r

dt2

� D "
ds

dt
t; d2s

dt2
t C �ds

dt

�2 �n

#

D ds

dt

�
ds

dt

�2 Tt; tU C �ds

dt

�3 �Tt; nU D ����dr
dt

����3 �:
The proof of last part of the theorem is left to the reader.

As the tangent vector is a unit vector we

�t D .cos�; sin�/

Figure 2.9: The tangent direction is the
angle between the tangent and thex-axis.

can write it ast D .cos�; sin�/ where� is an angle determined up to a multiple
of 2� , see Figure 2.9. If the tangent vec-
tor field is a continuous vector function
u 7! t.u/, then it is not hard to see that
it is possible to make a continuous choice
u 7! �.u/ of this angle. Such a choice is
unique up to a (constant) multiple of 2�
and it has the same degree of differentia-
bility as t.

Definition 2.21. Let r V I ! R
2 be a regular parametrization of classCk. The

tangent directionis a continuous choice of� such thatt.u/ D �
cos�.u/; sin�.u/�.

We immediately have the following results.

Proposition 2.22. The tangent direction� is a property of an oriented plane
curve, but if the orientation is reversed then� 7! � C � . If � is the curva-
ture thend�=ds D �. Furthermore, if� 6D 0, then� can be used as a parameter
andds=d� D �, where� D 1=� is the radius of curvature.

Proof. As the tangent direction is a property of an oriented curve the same is true
for the tangent direction. If the orientation is reversedt changes sign and that
corresponds to adding� to the tangent direction. On one hand we have dt=ds D� n and on the other hand we have d.cos�; sin�/=dsD d�=ds.� sin�; cos�/ D
d�=dsn, so d�=ds D �. If � 6D 0, then� is a monotone function ofs, so the
inverse function exists and is differentiable with derivative ds=d� D 1=�d�=ds

� D
1=� D �.

We can now prove that the curvature determines a plane curve uniquely up to a
Euclidean motion, i.e., up to a rotation and a translation. We formulate it as the
following theorem.
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Figure 2.10: A plane curve is locally the graph of function “from” the tangent line “to”
the normal line.

Theorem 2.23.Let � V I ! R be a continuous function. Then there exists a
natural parametrizationr V I ! R

2 of class C2 such that� is the curvature ofr .
Furthermore, the curve is determined uniquely up to a Euclidean motion.

Proof. Assumer is a curve with curvature� and tangent direction�. Then
d�=ds D � so �.s/ D �0 C R s

s0
�.�/ d� . The tangent vector is nowt.s/ D�

cos�.s/; sin�.s/� and as dr=ds D t we must havex.s/ D x0 C R s
s0

t.� / d� .
Different choices of�0 corresponds to rotations and different choices ofx0 corre-
sponds to translations. All that remains is to show that the curvature ofr is �, but
by construction we havet D dr=ds and dt=dsD �n which shows that� indeed is
the curvature ofr .

By inspection of the proof above we realize that the functions 7! �.s/ determines
the curve up to a translation. The equation� D �.s/ is called anintrinsic equation
of the curve, but the equationss D s.�/ or d�=ds D � also determine the curve
up to a translation and a Euclidean motion respectively. In fact any equation,
including differential equations, that links the arc length and the tangent direction
is called anintrinsic equationof the curve. In [15] the intrinsic equation ds=d� D� was instrumental for the design of scroll compressors.

If r is a natural parametrization of a plane curve, and we putr0 D r.s0/, and
let t, n, and� be the tangent vector, the normal vector, and the curvature ats0,
respectively, then the Taylor expansion ofr to second order ats0 is

r.s/ D r0 C .s� s0/t C 1

2
.s� s0/2�nC o

�.s� s0/2�: (2.9)

This expression is called thecanonical formof a plane curve. It follows from
Theorem 2.17 that every plane curve at a point with non vanishing curvature has
second order contact with a unique parabola, cf. Problem 2.3.4. We also see that
any plane curve is locally the graph of a function from the tangent line to the
normal line, see Figure 2.10, and Problem 2.3.9.
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r .t/r ].t/
r .t/

r [.t/

Figure 2.11: To the left two involutes of a curve and to the right the evolute.

We end this section by stating some properties ofinvolutesandevolutes, all proofs
are left as problems.

Definition 2.24. Let r V I ! R
2 be a regular parametrization of a regular curve

with tangentt, arc lengths, and radius of curvature�. An involuteof r is a curve
given by

r ].t/ D r.t/C .c� s.t//t.t/; (2.10)

for ac 2 R. Theevoluteof r is the curve given by

r [.t/ D r.t/C �.t/n.t/; (2.11)

see Figure 2.11

Different choices of the constantc in (2.10) lead toparallel curvesand the dis-
tance between the curves is exactly the difference between the two constants, see
Figure 2.11 and Problem 2.3.11. Furthermore the two constructions are the in-
verse of each other in the sense that the evolute of one of the involutes gives the
original curve back, cf. Problem 2.3.13, while a curve is itself one of the invo-
lutes of its evolute, cf. Problem 2.3.14. An involute to an evolute is parallel to the
original curve and any parallel curve is obtained this way. For other properties of
involutes and evolutes, cf. Problems 2.3.10–2.3.15.

Problems

2.3.1 Let r V I ! R
2 be a natural parametrization of a regular curve. Lett V I ! R

2 be
the tangent vector field and assume thatt.s0/ 6D 0. Show that ifs1 < s2 < s3 are
sufficiently close tos0 then there is a well defined circle throughr .s1/; r .s2/; r .s3/.
Show that ifs1; s2; s3 ! s0 then the centre and radius converges to the centre of
curvature and the absolute value of the radius of curvature respectively.
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2.3.2 Show that if�.s0/ 6D 0, then the curve has contact of order 2 with the circle of
curvature at the pointr .s0/. Show that the contact with any other circle is of lower
order.

2.3.3 Show that if�.s0/ D 0 then the curve has contact of order 2 with the tangent line
at the pointr .s0/.

2.3.4 Show that if�.s0/ 6D 0 then the curve has contact of order 2 with a unique parabola.

2.3.5 Let t 7! r .t/ D �
x.t/; y.t/� be a regular parametrization of classC2. Show that

the curvature vector is given by

�.t/ D �.t/n.t/ D
����x0.t/ x00.t/
y0.t/ y00.t/

�����
x0.t/2 C y0.t/2

�2��y0.t/; x0.t/�:
2.3.6 Find the curvature of the parabola in Example 2.1, p. 40 at an arbitrary point.

2.3.7 Prove the Frenet-Serret equations for a plane curve, cf. (2.8), p. 51.

2.3.8 Show that if a plane regular curve has constant curvature different from zero then
the curve is a circle.

2.3.9 Show that a regular plane curve locally is the graph of a function “from” the tangent
line “to” the normal line, cf. Figure 2.10, p. 54.

2.3.10 Let r V I ! R
2 be a natural parametrization of a regular curve and consider the

involute r ].s/ D r .s/ C .c � s/t.s/. Determiner ]0. For which values ofs is
r ]0.s/ 6D 0? Determine the tangent vector, the normal vector, and the curvature of
r ], in terms of the corresponding quantities ofr .

2.3.11 Let r V I ! R
2 be a natural parametrization of a regular curve. Letr ]

i .s/ D
r .s/ C .ci � s/t.s/, i D 1; 2, be two different involutes ofr . Show that a tangent
line of r is a normal line of bothr ]

1 andr ]
2, and thatr ]

1 � r ]
2 D .c2 � c1/n], where

n] is thecommonnormal ofr ]
1 andr ]

2.

2.3.12 Let r V I ! R
2 be a natural parametrization of a regular curve and lett, n, and�

be the tangent vector, the normal vector, and the radius of curvature respectively.
Consider the involuter [.s/ D r .s/C �.s/n.s/. Determiner [0. For which values of
s is r [0.s/ 6D 0? Determine the tangent vector, the normal vector, and the curvature
of r [. Show that a normal line ofr is a tangent line ofr [.

2.3.13 Show that a curve is the evolute of any one of it’s involutes.

2.3.14 Show that the a curve is an involute of it’s evolute.

2.3.15 Consider a regular curve with non vanishing curvature and let� be the tangent
direction. Consider the intrinsic equation ds=d� D �.�/ where� is the radius of
curvature. Show that the radius of curvature for the evolute is d�=d�. What is the
radius of curvature for an involute? Find the intrinsic equation for the evolute and
the involutes.
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2.4 Space Curves

We now consider curves in space. Here we return to the original definition of the
curvature, cf. Definition 2.13

Definition 2.25. Let s! r.s/ be a natural parametrization of classC3 of a space
curve. Thenormal planeof the curve at a pointr.s/ is the plane throughr.s/
orthogonal to the tangent vector.

If �.s/ 6D 0, then theprincipal normal vectoris n.s/ D �.s/=�.s/ D t0.s/=jt0.s/j.
The binormal vectoris b.s/ D t.s/ � n.s/, and thetorsion is �.s/ D �b0.s/ �
n.s/. Theosculating planeis the plane throughr.s/ orthogonal to the binormal
vector and therectifying planeis the plane throughr.s/ orthogonal to the principal
normal vector.

Notice that the two normal vectors only are defined if� 6D 0. In this caset; n; b
is a positively oriented orthonormal frame called theFrenet-Serret frame. If the

t

n

b
t

n

b
t

n

b

Figure 2.12: The Frenet-Serret frame at a point of a curve. The normal, osculating, and
rectifying plane is spanned by.n; b/, .t; n/, and.t; b/ respectively.

orientation on a curve is reversed then both the tangent vector and the arc length
changes sign, so the derivative dt=ds D �n is left unchanged and is an invariant
property of the curve, as is�, �, andn. On the other handt changes sign sob and� change sign too. All in all we have

Proposition 2.26. For a regular space curve we have that�, �, � D �n, n, and
the circle of curvature are invariant concepts associated with the curve. Andt,
b, and� are invariant concepts associated with the oriented curve. They change
sign if the orientation is reversed.

Just as for plane curves the circle of curvature at a pointx0 on a space curve can
be defined as the limit of a circle through three distinct pointsx1, x2, andx3 on
the curve asx1; x2; x3 ! x0, see Figure 2.8. Likewise, the osculating plane at a
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point x0 on a space curve can be defined as the limit position of a plane through
three distinct pointsx1, x2, andx3 on the curve asx1; x2; x3 ! x0.

It can also be shown that the circle of curvature is the only circle that has contact of
order 2 with the curve, and the osculating plane is the only plane that has contact
of order 2 with the curve.

The derivative oft, n, andb are given by theFrenet-Serret equations(2.12) in the
following theorem.

Theorem 2.27. Let s 7! r.s/ be a natural parametrization of a space curve
with non vanishing curvature�.s/ 6D 0, torsion �.s/ and Frenet-Serret frame
t.s/; n.s/; b.s/. Then24 t0.s/

n0.s/
b0.s/

35 D
24 0 �.s/ 0��.s/ 0 �.s/

0 ��.s/ 0

3524 t.s/
n.s/
b.s/

35 (2.12)

Proof. The equationt0.s/ D �.s/ n.s/ is the equation that defines� andn. As
t; n; b is an orthonormal frame we have

b0 D .b0 � t/t C .b0 � n/nC .b0 � b/b
As jb.s/j is constantb0 � b D 0. Similar,t.s/ � b.s/ D 0 is constant too, so

0D d.t � b/
ds

D dt
ds
� bC t � db

ds
(2.13)

and we see thatb0 � t D �b � t0 D �� b � n D 0. The definition of� tells us that
b0 � n D �� so all in all we have the equationb0.s/ D ��.s/ n.s/. Finally,

n0.s/ D �
n0.s/ � t.s/�t.s/C �n0.s/ � n.s/�n.s/C �n0.s/ � b.s/�b.s/D ��t0.s/ � n.s/�t.s/C 0n.s/� �b0.s/ � n.s/�b.s/D ��.s/ t.s/C �.s/b.s/:

As t0 D �n andb0 D ��n we see that the curvature is a measure for how fast the
tangent line turns aroundb, and the torsion is a measure for how fast the osculating
plane turns aroundt.

For practical calculations we need a formula that expresses the curvature, torsion
and Frenet-Serret frame in terms of an arbitrary parametrization, this is the content
of the next theorem.
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Theorem 2.28.Let t 7! r.t/ D �
x.t/; y.t/; z.t/� be a regular parametrization of

class C3. The curvature is then given by

�.t/ D ��r 0.t/� r 00.t/����r 0.t/��3 : (2.14)

The torsion is given by

�.t/ D �
r 0.t/; r 00.t/; r 000.t/���r 0.t/� r 00.t/��2 : (2.15)

The binormal vector is given by

b.t/ D r 0.t/� r 00.t/��r 0.t/� r 00.t/�� (2.16)

The principal normal vector is given by

n.t/ D b.t/� t.t/: (2.17)

The derivative of the torsion is

d�
dt

D Tr 0; r 00; r .4/Ujr 0 � r 00j2 � 2Tr 0; r 00; r 000U.r 0 � r 00/ � .r 0 � r 000/jr 0 � r 00j4 (2.18)

Proof. Let s denotes the arc length of the curve. We then have

dr
dt
D ds

dt

dr
ds

D ds

dt
t;

d2r
dt2

D d2s

dt2
t C �ds

dt

�2 dt
ds

D d2s

dt2
t C �ds

dt

�2 �n:
d3r
dt3

D d3s

dt3
t C d2r

dt2

ds

dt

dt
ds
C 2

d2r
dt2

ds

dt
�nC �ds

dt

�3 d�
ds

nC �ds

dt

�3 � dn
ds

D  
d3s

dt3
� �ds

dt

�3 �2

!
t C  3

d2r
dt2

ds

dt
� C �ds

dt

�3 d�
ds

!
nC �ds

dt

�3 ��b:
Hence

dr
dt
� d2r

dt2
D �

ds

dt

�3 �t � n D ����dr
dt

����3 �b
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which implies (2.14) and (2.16). We also have

�
dr
dt
; d2r

dt2
; d3r

dt3

� D "
ds

dt
t; d2s

dt2
t C �ds

dt

�2 �n; A t C B nC �ds

dt

�3 ��b

#

D �
ds

dt

�6 �2� Tt; n; bU D ����dr
dt
� d2r

dt2

����2 �
which implies (2.15). Finally, (2.17) simply follows from the fact thatt; n; b is
a positively oriented orthonormal basis and (2.18) follows by differentiation of
(2.15).

Just as in the case of a plane curve a designer will often use a curvature plot or a
porcupine plot, see Figure 2.6 to asses the quality of a curve. And in an automatic
fairing procedure it is again usually the integral

R .d�=ds/2 ds that is minimized,
under some suitable side conditions. One may (and should?) take the torsion into
acount too, but there is no universally accepted way of doing this.

Just as the plane curvature determines a plane curve up to a Euclidean motion, the
curvature and torsion determine a space curve up to a Euclidean motion.

Theorem 2.29. Let I be an interval, let� V I ! R be a strictly positive C1

function and let� V I ! R be a C0 function. Let furthermore s0 2 I , let x0 be a
fixed point ofR3 and lett0; n0; b0 be fixed positively oriented orthonormal basis
of R3. Then there exists a unique regular natural parametrizationr V I ! R

3

of class C3 such that the curvature is�, the torsion is� , r.s0/ D x0, and the
Frenet-Serret frame.t; n; b/ satisfiest.s0/ D t0, n.s0/ D n0, andb.s0/ D b0.

Proof. The Frenet-Serret equations (2.12) is alinear system of ordinary differ-
ential euations (inR9). It follows that there is unique solutiont; n; b defined on
all of I , with t.s0/ D t0, n.s0/ D n0, andb.s0/ D b0. The sett.s/; n.s/; b.s/
is a positively oriented orthonormal frame fors D s0, we want to show that it is
a positively oriented orthonormal frame for alls 2 I . To that end we define six
functions fi V I ! R by

f1.s/ D t.s/ � t.s/ f2.s/ D t.s/ � n.s/ f3.s/ D t.s/ � b.s/
f4.s/ D n.s/ � n.s/ f5.s/ D n.s/ � b.s/ f6.s/ D b.s/ � b.s/
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As t; n; b is a solution to the Frenet-Serret equations (2.12) we have

f 01 D 2t0 � t D 2� n � t D 2� f2
f 02 D t0 � nC t � n0 D � n � n� � t � t C � t � b D �� f1 C � f3 C � f4
f 03 D t0 � bC t � b0 D � n � b� � t � n D �� f2 C � f5
f 04 D 2n � n0 D �2� n � t C 2� n � b D �2� f2 C 2� f5
f 05 D n0 � bC n � b0 D �� t � bC � b � b� � n � n D �� f3 � � f4 C � f6
f 06 D 2b � b0 D �2� b � n D �2� f5

We see that. f1; : : : ; f6/ is a solution to the following linear system of ordinary
differential equations26666664

f 01
f 02
f 03
f 04
f 05
f 06

37777775 D
26666664

0 2� 0 0 0 0�� 0 � � 0 0
0 �� 0 0 � 0
0 �2� 0 0 2� 0
0 0 �� �� 0 �
0 0 0 0 �2� 0

37777775

26666664
f1
f2
f3
f4
f5
f6

37777775 ;
26666664

f1.s0/
f2.s0/
f3.s0/
f4.s0/
f5.s0/
f6.s0/

37777775 D
26666664

1
0
0
1
0
1

37777775 :
We can immediately see that the constant functions 7! .1; 0; 0; 1; 0; 1/ also is a
solution. By uniqueness we have that

�
f1.s/; : : : ; f6.s/� D .1; 0; 0; 1; 0; 1/ for

all s 2 I , i.e.,t.s/; n.s/; b.s/ is an orthonormal frame for alls 2 I . Then we haveTt.s/; n.s/; b.s/U D �1 for all s 2 I and asTt.s0/; n.s0/; b.s0/U D 1 continuity
shows thatt.s/; n.s/; b.s/ is positively oriented for alls 2 I .

We have in particular thatt.s/ is a unit vector for alls 2 I so if we put

r.s/ D x0 C Z s

s0

t.u/ du; for s 2 I

then r V I ! R
3 is a natural parametrization withr.s0/ D x0. As r 0 D t and

t; n; b is a solution to the Frenet-Serret equations (2.12) we see that� and� is the
curvature and torsion respectively ofr and thatt; n; b is the Frenet-Serret frame.

We have now established the existence ofr , but the definition ofr.s/ was forced
if r was to solve the problem.

If r is a natural parametrization of a space curve, and we putr0 D r.s0/, and let
t, n, b, �, and� be the tangent vector, the principal normal vector, the binormal
vector, the curvature, and the torsion ats0, respectively, then the Taylor expansion
of r to third order ats0 is

r.s/ D r0 C .s� s0/t C 1

2
.s� s0/2�n

C 1

6
.s� s0/3���2t C � 0nC ��b

�C o
�.s� s0/3�: (2.19)
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t

n

x1

x2

t

b

x1

x3

n

b

x2

x3

Figure 2.13: The projection of a curve into the osculating plane, the rectifying plane, and
the normal plane.

This expression is called thecanonical formof a space curve. In a neighbourhood
of r0 the projection into the osculating plane looks like the parabolax2 D 1

2� x2
1,

the projection into the rectifying plane looks like the cubicx3 D 1
6�� x3

1, and
projection into the normal plane looks like the curvex2

3 D 2
9

��2=�� x3
2, see Fig-

ure 2.13.

Problems

2.4.1 Find the curvature, the torsion and the Frenet-Serret frame of thehelix in Exam-
ple 2.2, p. 40.

2.4.2 Show that if a regular space curve has non vanishing curvature and constant torsion
equal to zero then the curve is contained in a plane. Hint: first show that the
binormalb is constant. Then consider the quantityr .t/ � b, wherer V I ! R

3 is a
regular parametrization of the curve.

2.4.3 Show that if a regular space curve has constant curvature different from zero and
constant torsion equal to zero then the curve is a circle.

2.4.4 Consider the curve given by the parametrization

r .t/ D
8><>:
.t; t4; 0/ for t < 0.0; 0; 0/ for t D 0.t; 0; t4/ for t > 0

Show that this is a regular parametrization of classC3. Let � be the curvature and
show that�.t/ D 0 if and only if t D 0. Show that the torsion is zero for allt 6D 0.

2.4.5 Show that if a regular space curve has constant curvature and torsion, both different
from zero, then the curve is a circular helix, cf. Problem 2.4.1.

2.4.6 Let r V I ! R
3 be a regular parametrization and assume thatr 0.t/ andr 00.t/ are

linearly independent. Show that the Gram-Schmidt orthonormalization procedure
of
�
r 0.t/; r 00.t/� gives

�
t.t/; n.t/�.
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2.5 Curves in higher dimensional spaces

In this section we introduce the generalization of the Frenet-Serret frame and the
Frenet-Serret equations to higher dimensions.

Theorem 2.30. Let r V I ! R
n be a natural parametrization of a regular

curve inRn of class Cn with tangent vectort.s/. If the first n� 1 derivatives
r 0.s/; r 00.s/; : : : ; r .n�1/.s/ are linearly independent then there exists n� 1 normal
vectorsn1.s/; : : : ; nn�1.s/ and n�1 curvatures�1; : : : ; �n�1 such that�i .s/ > 0
for i D 1; : : : ; n�2 andt.s/; n1.s/; : : : ; nn�1.s/ is a positively oriented orthonor-
mal frame that satisfies theFrenet-Serret equations:266666664

t0
n01
n02:::

n0n�2
n0n�1

377777775
D
266666664

0 �1 0 0 : : : 0��1 0 �2 0 : : : 0
0 ��2 0 �3 0::: : : : : : : : : : : : : :::
0 : : : 0 ��n�2 0 �n�1

0 : : : 0 0 ��n�1 0

377777775

266666664

t
n1

n2:::
nn�2

nn�1

377777775
(2.20)

Furthermore, for mD 1; : : : ; n� 1

span
�
r 0.s/; r 00.s/; : : : ; r .m/.s/	 D span

�
t.s/; n1.s/; : : : ; nm.s/	 (2.21)

Proof. To ease notation a bit we putn0 D t. We now use induction to prove that
for k D 1; : : : ; n� 2 we can findn1; : : : ; nk and�1; : : : ; �k such that

1. n0; : : : ; nk are orthonormal.

2. (2.21) holds formD 1; : : : ; k.

3. n00 D �1n1 andn0m D ��mnm�1 C �mC1nmC1 for mD 1; : : : ; k� 1

As r 0 andr 00 are linearly independent we have in particular thatt0 D r 00 6D 0. So
we can put�1 D jt0j andn1 D t0=�1. Then we have

t0 D �1n1; and span
�
r 0; r 00	 D span

�
t; n1

	:
Furthermoret is a unit vector sot � n1 D 0, i.e., n0; n1 are orthonormal. This
proves the casek D 1.

Now assume we have proved the statement for somek. By hypothesis 1, a calcu-
lation like (2.13), and hypothesis 3 we have that

nm � n0k D �n0m � nk D (��k for mD k� 1

0 otherwise
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By hypothesis 2 we have that

r .kC1/ D kX
mD0

amnm:
Differentiation then gives

r .kC2/ D kX
mD0

a0mnm C kX
mD0

amn0m

D kX
mD0

a0mnm C kX
mD0

am.��mnm�1 C �mC1nmC1/C akn0k

As r .kC2/ =2 span
�
r 0; : : : ; r .kC1/	we see thatn0k =2 span

�
n0; : : : ; nk

	
. Furthermore

the orthogonal projection ofn0k on span
�
n0; : : : ; nk

	
is

kX
mD0

.n0k � nm/nm D � kX
mD0

.nk � n0m/nm D ��k�1nk�1:
If we now put�kC1 D ��n0k C �k�1nk�1

�� then�kC1 > 0 so we can definenkC1 D�
n0k C �k�1nk�1

�=�kC1. By construction we havejnkC1j D 1 andnkC1 � nm D 0
all m D 0; : : : ; k, so n0; : : : ; nkC1 are orthonormal. We also have thatn0k D��knk�1 C �kC1nkC1 by construction. Finally

span
�
r 0; : : : ; r .kC2/	 D span

�
n0; : : : ; nk; n0k	 D span

�
n0; : : : ; nk; nkC1

	:
This completes the induction.

We have now foundn0; : : : ; nn�2 and there is a unique unit vectornn�1 such
n0; : : : ; nn�1 is a positively oriented frame. We put�n�1 D n0n�2 � nn�1 and then
we have

n0n�2 D n�1X
kD0

�
n0n�2 � nk

�
nk D � n�3X

kD0

�
nn�2 � n0k�nk C �n0n�2 � nn�1

�
nn�1

D ��n�2nn�2 C �n�1nn�1

and

n0n�1 D n�1X
kD0

�
n0n�1 � nk

�
nk D � n�1X

kD0

�
nn�1 � n0k�nk D ��n�1nn�2

This completes the proof.
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The proof of Theorem 2.29 generalizes to curves inR
n and give us the following

theorem.

Theorem 2.31.Let I be an interval, let for kD 1; : : : ; n � 2, �k V I ! R be
a strictly positiv Cn�k�1 function and let�n�1 V I ! R be a C0 function. Let
furthermore s0 2 I , let x0 be a fixed point ofR3 and let t0; n1;0; : : : ; nn�1;0 be
a fixed positively oriented orthonormal basis ofRn. Then there exists a unique
natural parametrizationr V I ! R

n of class Cn such that the curvatures are�1; : : : ; �n�1 and the Frenet-Serret frame.t; n1; : : : ; nn�1/ satisfiest.s0/ D t0

andnk.s0/ D nk;0 for k D 1; : : : ; n� 1.

The following theorem tells us how to find the normals and curvatures from an
arbitrary parametrization of a curve inRn.

Theorem 2.32.Let r V I ! R
n be a parametrization of class Cn such that the

first n� 1 derivatives are linearly independent. The normalsn1; : : : ; nn�2 can be
found by the Gram-Schmidt orthonormalization procedure.

Step 1:

v0 D r 0; n0 D t D r 0jr 0j :
Loop: for mD 1; : : : ; n� 2 do

vm D r .mC1/ � m�1X
kD0

�
r .mC1/ � nk

�
nk nm D vmjvmj :

Lete1; : : : ; en be the standard basis inRn.

For mD 1; : : : ; n we put

wm D em � n�2X
kD0

�
em � nk

�
nk and ifwm 6D 0 then nn�1 D � wmjwmj

where “C” is used if Tn0; : : : ; nn�2; emU < 0 otherwise “�” is used.

The curvatures�1; : : : ; �n�1 are now given by

�m D r .mC1/ � nmjr 0jjvm�1j ; mD 1; : : : ; n� 1: (2.22)

Proof. By Problem 2.5.2 the Gram-Schmidt orthonormalization procedure gives
the firstn � 2 normals. For at least onem we have thatn0; : : : ; nn�2; em is a
basis. For such am n0; : : : ; nn�2;wm=jwmj is an orthonormal basis sonn�1 D
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�wm=jwmj. The sign is determined by the requirement thatn0; : : : ; nn�1 is posi-
tively oriented, i.e., by the requirement thatTn0; : : : ; nn�1U D 1. So the sign is the
same as the sign of

�
n0; : : : nn�1;wm=jwmj� D �

n0; : : : nn�1;wm
� =jwmj which

has the same sign as
�
n0; : : : nn�1;wm

� D �
n0; : : : nn�1; em

�
.

For mD 1; : : : ; n� 1 we now have

jvm�1jnm�1 D r .m/ � m�2X
kD0

�
r .m/ � nk

�
nk

so differentiation with respect tos gives

djvm�1j
ds

nm�1 C jvm�1jdnm�1

ds

D dr .m/
ds

� m�2X
kD0

d
�
r .m/ � nk

�
ds

nk � m�2X
kD0

�
r .m/ � nk

�dnk

ds

D r .mC1/jr 0j � m�2X
kD0

d
�
r .m/ � nk

�
ds

nk � m�2X
kD0

�
r .m/ � nk

�dnk

ds
:

If we take the inner product withnm then we obtain

jvm�1j�m D r .mC1/ � nmjr 0j
This is the same as (2.22).

Problems

2.5.1 Let r V I ! R
n be a natural parametrization of a regular curve of classCn and

assume that the derivativesr 0.s/; : : : ; r .n�1/.s/ are linearly independent. Show that
if the Gram-Schmidt orthonormalization procedure is used on

�
r 0.s/; : : : ; r .n�1/.s/�

then we get
�
n0.s/; : : : ; nn�2.s/�.

2.5.2 Let r V I ! R
n be a regular parametrization of classCn and assume that the deriva-

tives r 0.t/; : : : ; r .n�1/.t/ are linearly independent. Show that the Gram-Smidth or-
thonormalization procedure of

�
r 0.t/; : : : ; r .n�1/.t/� gives

�
n0.t/; : : : ; nn�2.t/�.

2.5.3 Check that the procedure in Theorem 2.32 forn D 2 gives the same result as
Theorem 2.20.

2.5.4 Check that the procedure in Theorem 2.32 forn D 3 gives the same result as
Theorem 2.28.

2.5.5 What simplifications can be made to the procedure in Theorem 2.28 if we only
want�1; : : : ; �n�12; j�n�1j, i.e., if we ignore the sign of�n�1.



Chapter 3

Polynomial Surfaces

3.1 Introduction

We will introduce two surface types, tensor product (Bézier and B-spline) sur-
faces and triangular Bézier surfaces. The latter is a direct generalization of the
de Casteljau constrution to surfaces or any other higher dimension.

The tensor product constrution works for any pair of curve schemes. Suppose
we have two curve schemest 7! Pn

iD1 ai�i .t/ and t 7! Pm
jD1 b j j .t/ where�1.t/; : : : ; �n.t/ and 1.t/; : : : ;  m.t/ are two sets of linearly independent real

functions defined onTa; bU andTc; dU respectively. We can now define a surface
scheme, i.e., a space of surfaces defined onTa; bU � Tc; dU by

.u; v/ 7! nX
iD1

mX
jD1

ai ; j�i .u/ j .v/; ai ; j 2 Rd:
From the point of view of linear algebra the two set of functions are bases for two
vector spacesV andW respectively. If we form thetensor product V
 W then
the products�i 
 j , i D 1; : : : ; n, j D 1; : : : ;m is a basis forV 
W. The map

nX
iD1

mX
jD1

ai ; j�i 
  j 7! nX
iD1

mX
jD1

ai ; j�i .u/ j .v/; ai ; j 2 R;
from V 
 W to C.Ta; bU � Tc; dU;R/ is linear and injective, so the basis func-
tions�i .u/ j .v/ in our surface scheme can be considered as a basis in the tensor
product of the two curve scheme, hence the name tensor product surface.

67
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3.2 Tensor product Bézier surfaces.

Recall that the Bernstein polynomialsBn
i .t/, i D 0; : : : ; n are a basis for the

polynomials of degree at mostn. Hence the productsBn
i .u/Bm

j .v/, i D 0; : : : ; n,
j D 0; : : : ;m are a basis for the polynomials in.u; v/ of degree at mostn in u and
m in v. Thus, a surface parametrisationr.u; v/ which is polynomial of degree at
mostn in u andm in v, can be written as a so calledtensor product Bézier surface:

r.u; v/ D nX
iD0

mX
jD0

bi ; j Bn
i .u/Bm

j .v/
D mX

jD0

 
nX

iD0

bi ; j Bn
i .u/

!
| {z }

c j .u/
Bm

j .v/ D nX
iD0

 
mX

jD0

bi ; j Bm
j .v/

!
| {z }

di .v/
Bn

i .u/: (3.1)

The coefficientsbi ; j are calledcontrol points: or Bézier pointsand form thecon-
trol net. The last line shows that we can consider a tensor product Bézier surface
of degreen � m as a Bézier curve of degreem in the space of Bézier curves of
degreen (with “control points”c j .u/) or as a Bézier curve of degreen in the space
of Bézier curves of degreem (with “control points”di .v/). Imagine the surface as
being swept out by moving a curve through space while at the same time changing
the curve, see Figure 3.1. To evaluate a point on the surface we can taken steps

Figure 3.1: A bi-cubic tensor product Bézier surface. To the left the control net with
u-parameter curves, and to the right withv-parameter curves.:

of de Casteljau’s algorithmin the columns of the control net:

br;s
i ; j .u; v/ D .1� u/br�1;s

i ; j .u; v/ C ubr�1;s
iC1; j .u; v/; (3.2)

andm steps in the rows of the control net:

br;s
i ; j .u; v/ D .1� v/br;s�1

i ; j .u; v/ C vbr;s�1
i ; jC1.u; v/: (3.3)
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The order in which thesenCm steps are performed doesn’t matter (de Casteljau’s
algorithm in one direction permutes with de Casteljau’s algorithm in the other
direction). If we alternate between the two directions, then we can combine two
steps in different directions into one step (called adirect de Casteljau step).

br;s
i ; j .u; v/ D �

1� u u
� "br�1;s�1

i ; j .u; v/ br�1;s�1
i ; jC1 .u; v/

br�1;s�1
iC1; j .u; v/ br�1;s�1

iC1; jC1.u; v/
# �

1� vv
� : (3.4)

This isbilinear interpolationin each cell of the control net. We can also use the
de Casteljau operator to define these surfaces. LetR1 remove the last row in the
control net and letL1 remove the first row in the control net. Similarly letR2

andL2 remove the last and first column respectively. We also have twodifference
operators1i D L i � Ri and twode Casteljau operators

Ci .t/ D .1� t/Ri C t L i D Ri C t1i ; i D 1; 2:
A tensor product Bézier surface can now be written as

r.u; v/ D C1.u/nC2.v/m�bi ; j
�: (3.5)

A parameter curve is the restriction of the mapr.u; v/ to a horizontal or vertical
line and they are Bézier curves of degreen andm respectively. The restriction to
any other line in the parameter plane is still a Bézier curve, but the degree is in
generalnC m. The bilinear interpolation described above is given byC.u; v/ D
C1.u/C2.v/, and ifn � m then we can write

r.u; v/ D C1.u/n�mC.u; v/m�bi ; j
�; (3.6)

see Figure 3.2.

�! �!

Figure 3.2: Evaluating a point on a bi-cubic Bézier surface by repeated bilinear interpola-
tion, (three direct de Casteljau steps).

It follows from the construction that we haveaffine invariance, cf. Problem 3.2.1,
and theconvex hull property, cf. Problem 3.2.2. The fourboundary curvesof



70 CHAPTER 3. POLYNOMIAL SURFACES

Figure 3.3: Subdivision of tensor product Bézier surfaces. At the top left the surface is
shown with the original control net and to the right the control net subdivided atu D 0:5.
At the bottom to the left the control net is subdivided atv D 0:5 and to the right it is
subdivided in both directions.

r.u; v/ are Bézier curves whose control polygons are the boundary polygons of
the control net.

Just as in the curve case we can performsubdivisionon a tensor product Bézier
surface. Performingn steps of de Casteljau’s algorithm in the columns of the
control net yields av-parameter curve (in Bézier form) on the surface and as a
byproduct the control net for the two pieces on each side of this curve. Similarly,
m steps of de Casteljau’s algorithm in the rows of the control net yields au-
parameter curve on the surface and the control net for the two pieces on each side
of the curve. Performing alln C m steps yields a point on the surface and the
control net for four pieces of the surface, see Figure 3.3.

A polynomial surface can be considered as a polynomial surface of higher degree
in u and/orv, and we can performdegree elevation. We raise the degree inu by
raising the degree of each columnb0 j ; : : : ; bnj in the control net and we raise the
degree inv by raising the degree of each rowbi 0; : : : ; bim.

3.2.1 Differentation of a tensor product Bézier surface

The partial derivatives of a tensor product Bézier surface is a tensor product Bézier
surface with control points essentially given by differences in the control net.

@rCsr@ur @vs
.u; v/ D nWmW.n� r /W.m� s/WC1.u/n�r C2.v/m�s1r

11s
2

�
bi ; j

�
(3.7)
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D nWmW.n� r /W.m� s/W1r
11s

2C1.u/n�r C2.v/m�s�bi ; j
�

(3.8)

We have in particular@r@u
.u; v/ D nC1.u/n�1C2.v/m11

�
bi ; j

�; (3.9)@r@v .u; v/ D mC1.u/nC2.v/m�112
�
bi ; j

�; (3.10)

@2r@u@v .u; v/ D nmC1.u/n�1C2.v/m�11112
�
bi ; j

�
(3.11)

The mixed derivative is calledthe twistand its control points1112
�
bi ; j

�
mea-

sure the deviation of the cells in the control net from being parallelograms, see
Figure 3.4. Of particular interest is thecross boundary derivative, they are given

11bi ; j

11bi ; j

12bi ; j 12bi ; j
1112bi ; j

Figure 3.4: The twist vectors1112bi ; j measure how far the cells are from being parallel-
ograms.

by @r@u
.0; v/ D nCm.v/�b1;0 � b0;0; : : : ; b1;m � b0;m� (3.12)@r@u
.1; v/ D nCm.v/�bn;0 � bn�1;0; : : : ; bn;m � bn�1;m� (3.13)@r@v .u; 0/ D mCn.u/�b0;1 � b0;0; : : : ; bn;1 � bn;0� (3.14)@r@v .u; 1/ D mCn.v/�b0;m � b0;m�1; : : : ; bn;m � bn;m�1

�
(3.15)

Problems

3.2.1 Show that if the control points of a tensor product Bézier surface is subjected to
an affine transformation, then the new surface is the image of the original surface
under the same affine transformation.
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3.2.2 Show that a tensor product Bézier surface is contained in the convex hull of the
control points.

3.2.3 Show that the corner twist measures the diviation of the corner cell in the control
net from being a parallelogram, cf. Figure 3.4.

3.2.4 Given a surface defined on some rectangle. Show that if you know the cross bound-
ary derivative on an edge of the rectangle, then the corner twists (the mixed 2nd
order partial derivative) are determined at the two vertices of that edge.

3.2.5 Now assume that the cross boundary derivatives are known on two edges meeting
at a corner. According to the previous exercise the twist at this corner is determined
in two ways, can you be sure that the two results agree?

3.3 Tensor product B-spline surfaces.

Let two knot vectorsu D u0; : : : ; u2nCN andv D v0; : : : ; v2mCM be given and
consider theuv-plane (the parameter plane). The vertical linesu D ui and the
horizontal linesv D v j are calledknot linesand they are assigned the same mul-
tiplicity as the corresponding knots. IfNn

i .uju/ denote the B-spline functions of
degreen on the knot vectoru andNm

j .vjv/ denote the B-spline functions of degree
m on the knot vectorv, then atensor product B-spline surfacewith knot vectorsu
andv is written as

r.u; v/ D NCnX
iD1

MCmX
jD1

di ; j N
n
i .uju/Nm

j .vjv/
D MCmX

jD1

 
NCnX
iD1

di ; j N
n
i .uju/

!
| {z }

c j .u/
Nm

j .vjv/ D NCnX
iD1

 
MCmX
jD1

di ; j N
m
j .vjv/

!
| {z }

ai .v/
Nn

i .uju/:
(3.16)

Thecontrol pointsor de Boor pointsdi ; j form thecontrol net, see Figure 3.5.

Just as in the previous case we can regard the surface as a B-spline curve of degree
m with knot vectorv and “control points”c j .u/, i.e., a curve in the spline space of
degreen on the knot vectoru, or as a B-spline curve of degreen with knot vector
u and “control points”ai .v/, i.e., a curve in the spline space of degreem on the
knot vectorv.

To evaluate a point on the surface we can taken steps ofde Boor algorithmin the
columns of the control net, andm steps in the rows of the control net.
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Figure 3.5: To the left the knot lines and to the right the control net and the tensor product
B-spline surface.

Theorem 3.1. Let r be a tensor product B-spline surface of degree n;m with
knots u0; : : : ; u2nCN andv0; : : : ; v2mCM and control pointsd1;1; : : : ; dnCN;mCM .
If u 2 Tuk�1; ukU andv 2 Tvl�1; vl U with uk�1 < uk andvl�1 < vl , then we can
determine the pointr.u; v/ on the curve by de Boor’s algorithm. First initialize:

si D uk�nCi i D 1; : : : ; 2n

t j D vl�mC j j D 1; : : : ; 2m

d0;0
i ; j .u; v/ D dkC1�nCi ;lC1�mC j i D 0; : : : ; n; j D 0; : : : ;m

Then for pD 1; : : : ; n do:

� p
i D u� si

snC1Ci�p � si

dp;0
i ; j .u; v/ D �

1� � p
i

�
dp�1;0

i�1; j .u; v/ C �r
i dp�1;0

i ; j .u; v/
9>=>;

(
i D p; : : : ; n
j D 0; : : : ;m

and for qD 1; : : : ;m do:

�q
j D v � t j

tmC1C j�q � t j

dn;q
n; j .u; v/ D �

1� �q
j

�
dn;q�1

n; j�1.u; v/ C �q
j dn;q�1

n; j .u; v/
9>=>; j D k; : : : ;m

Finally, the point on the curve isr.u; v/ D dn;m
n;m.u; v/.

The order in which thesenCm steps are performed doesn’t matter (de Boor’s al-
gorithm in one direction permutes with de Boor’s algorithm in the other direction).
So we can extend the recursion to give points

dp;q
i ; j .u; v/ D �

1� � p
i

�
dp�1;q

i�1; j .u; v/ C � p
i dp�1;q

i ; j .u; v/D �
1� �q

j

�
dp;q�1

i ; j�1 .u; v/ C �q
j di ;q�1

i ; j .u; v/ (3.17)



74 CHAPTER 3. POLYNOMIAL SURFACES

Figure 3.6: The Bézier patches of a bi-cubic B-spline surface. To the left we show the
control points.

It follows from the construction that we haveaffine invariance, cf. Problem 3.3.1,
andthe strong convex hull property, cf. Problem 3.3.2. If the outer knots have full
multiplicity then the fourboundary curvesof r.u; v/ are B-spline curves who’s
control polygons are the boundary polygons of the control net.

One step of de Boor’s algorithm in the columns or the rows or the control net
gives the control net for the surface with an extra knot line inserted, this is called
knot line insertion, and as in the curve case de Boor’s algorithm is the same as
repeated knot line insertion. On each rectangleTui ; uiC1U�Tv j ; v jC1U, bounded by
consecutive knot lines, the surface is polynomial, and can of course be considered
as a Bézier surface, called aBézier patch. The tensor product Bézier control
points are found by inserting each of the four knot lines to full multiplicity, see
Figure 3.6.

3.3.1 Differentation of a tensor product B-spline surface

As in the curve case the partial derivatives can be found from de Boor’s algorithm
(3.17)

@r@u
.u; v/ D dn�1;m

n;m .u; v/ � dn�1;m
n�1;m.u; v/

snC1 � sn
; (3.18)

@r@v .u; v/ D dn;m�1
n;m .u; v/ � dn;m�1

n;m�1.u; v/
tmC1 � tm

: (3.19)

Alternatively @@ur and @@v r are B-spline surfaces of lower degree, with the same
knot lines asr , except that two of the outermost knot lines are removed, and with
control points

di ; j � di�1; j

uiCn�1 � ui�1
and

di ; j � di ; j�1v jCm�1 � v j�1
(3.20)
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respectively. If the outer knots have full multiplicity, then the first two rows of
control points are Bézier control points for the first rows of Bézier patches. Thus,
the cross boundary derivatives are easy to express as B-spline curves, e.g.:

@r@u
.um; v/ D n

umC1 � um

mX
jD0

.d2; j � d1; j /Mm
j .v/:

There are similar formulae for the other three cross boundary derivative.

The restriction to the horizonal and vertical lines are B-spline curves of degree
n and with knotsu0; : : : ; u2nCN and B-spline curve of degreem and with knotsv0; : : : ; v2mCM respectively. The restriction to any other line is still a B-spline
curve, but the degree isnC m and it has a knot each time the line crosses a knot
line. If the multiplicity of the knot line is�, then the multiplicity of the knot on
the slanted line ismC � if the knot line is horizontal and it isnC � if the knot line
is vertical.

Problems

3.3.1 Show that if the control points of a tensor product B-spline surface is subjected to
an affine transformation, then the new surface is the image of the original surface
under the same affine transformation.

3.3.2 Show that a tensor product B-spline surface of degreen;m with control pointsdi ; j

is contained in[
r;s

convex hull of
�
drCi ;sCi

�� i D 0; : : : ; n; j D 0; : : : ; m
	:

3.4 Triangular Bézier surfaces

Let A, B, andC be the corners of a triangle in the plane. For any pointP in the
plane there is a uniquebarycentric combinationthat givesP:

PD uA C vBC wC; uC v C w D 1;
the triple.u; v; w/ is calledbarycentric coordinatesfor the pointP, see Figure 3.7.
Points in the interior of the triangle corresponds to positive barycentric coordi-
nates:u; v; w � 0, and consequentlyu; v; w � 1. By lettingw D 1� u � v
we obtain ordinary coordinates.u; v/ in the plane. (It corresponds to choosing
C as the origin and

�!
CA and

�!
CB as basis vectors in a coordiante system).Points

in the plane have barycentric coordinates that sums to one. Avector in the plane
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A

B

C

P

u V v V w

u V w V vv V u
V w

A

B

C

P

u V w
u

V vv V
w

Figure 3.7: Barycentric coordinates in the plane.

can be considered as the difference between two points
�!
PQ D Q � P and have

barycentric coordinates that sum to zero.

The control netfor a triangular Bézier surface of degreen consists of.nC1/.nC2/
2

points arranged in a triangular grid, see Figure 3.8. If we leti D .i ; j ; k/ or
i D .i1; i2; i3/ denote a multi-index, then a control point can be denotedbi . We
furthermore putjij D i C j C k D P` i` and lete1 D .1; 0; 0/, e2 D .0; 1; 0/,
ande3 D .0; 0; 1/. Now let u D .u; v; w/ be barycentric coordinates for some

b030

b021

b120

b012

b111

b210

b003

b102

b201

b300

Figure 3.8: To the left the control net for a cubic triangular Bézier surface. The shaded
triangles correspond to the edges of the control polygon of a Bézier curve — this is where
the interpolation takes place. The surface is shown to the right.

point in the plane (normally the point will be inside the triangle),de Casteljau’s
algorithm is the following. Put

b0
i .u/ D bi; all i with jij D n

and forr D 1; : : : ; n:

br
i .u/ D ubr�1

iCe1
.u/C vbr�1

iCe2
.u/C wbr�1

iCe3
.u/; all i with jij D n� r
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Figure 3.9: de Casteljau’s algorithm for a triangular Bézier surface.

the point on the surface is the final point:

r.u/ D bn
000.u/:

This is the direct generalisation of de Casteljau’s algorithm for Bézier curves (the
numbers 1� t andt are exactly the barycentric coordinates fort with respect to
the points 0; 1 2 R). In the cubic case we have the following diagrams:

b0
030

b0
021b

0
120

b0
012b

0
111b

0
210

b0
003b

0
102b

0
201b

0
300

C.u/��! b1
020

b1
011b

1
110

b1
002b

1
101b

1
200

C.u/��! b2
010

b2
001b

2
100

C.u/��! b3
000; (3.21)

see Figure 3.9, where one step in de Casteljau’s algorithm (going from triangu-
lar net to the next) is considered as an operatorC.u/ taking a triangular net and
producing a smaller net by linear interpolation. With this notation we have

r.u/ D C.u/n�bi
�: (3.22)

If we for i D 1; 2; 3 introduce the shorthand notationCi D C.ei /, then we can
write C.u/ D uC1 C vC2 C wC3. The operatorC` simply deletes the rowi` D 0
(and subtracts 1 fromi`). The operators obviouslycommutes, and this implies that
all operators built from these three basic ones commute too. In other words we
can calculate with them as with ordinary numbers.

As the surface is defined by repeated interpolation we immediately haveaffine in-
varianceand theconvex hull property. Putting one of the barycentric coordinates
equal to one in de Casteljau’s algorithm givesbr

i D br�1
iCej

, i.e., the row opposite
the cornerb.n�r /ej is deleted. We end with

r.1; 0; 0/ D bn00; r.0; 1; 0/ D b0n0; r.0; 0; 1/ D b00n;
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B3
3;0;0 B3

2;1;0 B3
1;1;1

Figure 3.10: There are essentially three different Bernstein polynomials of degree 3.

so we havecorner point interpolation. We get theboundary curvesby putting
one of the barycentric coordinates equal to zero and then de Casteljau’s algorithm
reduces to the curve algorithm, e.g.:

br
i ;0;r�i .t; 0; 1� t/ D .1� t/bi ;0;r�iC1 C tbiC1;0;r�i :

So the boundary curves are Bézier curves of degreen and the control polygons
are the boundary polygons of the control net.

As bi jk D C i
1C

j
2C

k
3

�
bi
�

a point on the surface is given by

p.u/ D Cn.u/�bi
� D �

uC1 C vC2 C wC3
�n�bi jk

�
D X

iC jCkDn

nW
i W j WkWui v jwkC i

1C
j
2C

k
3

�
bi jk

�
D X

iC jCkDn

nW
i W j WkWui v jwkbi jk D X

jijDn

bi jk Bn
i .u/

where we have introduced theBernstein polynomials

Bn
i .u/ D �

n

i

�
ui D nW

i W j WkWui v jwk;
see Figure 3.10.

3.4.1 Subdivision of a triangular Bézier surface

Let a, b, andc be three sets of barycentric coordinates corresponding to some
triangle in the plane. We could use barycentric coordinates with respect to this
new triangle instead and ask for the control pointsb�i with respect to this triangle.
If a point in the plane has barycentric coordinatesu D .u; v; w/ with respect to
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A

B

C

a

b

c

Figure 3.11: Subdivision of a triangular Bézier surface. To the left the parameter plane.
We identify a set of barycentric coordinatesaD .a1;a2;a3/ with the corresponding point
a D a1A C a2B C a3C. In the middle we have the control points, and to the right the
surface.

the new triangle then the barycentric coordinates with respect to the old triangle
is uaC vbC wc so the point on the surface is

r.u/ D Cn.uaC vbC wc/�bi
� D �

uC.a/C vC.b/C wC.c/�n�bi
�

D X
iC jCkDn

nW
i W j WkWui v jwkC i .a/C j .b/Ck.c/�bi jk

�
D X

jijDn

Bn
i .u/C i .a/C j .b/Ck.c/�bi

�;
and we can read off the new control points

b�i jk D C i .a/C j .b/Ck.c/�bi
�: (3.23)

This is the direct generalisation of thesubdivision formulafor Bézier curves, see
Figure 3.11.

When we run de Casteljau’s algorithm for a pointP, then we can pick up the con-
trol points for the restriction to the three trianglesABP, BCP, andCAP. They are
bk

i j 0, bk
0i j , andbk

j 0i respectively. If we arrange all the points in (3.21) in a tetra-
hedron, then one of the sides contains the old control points and the other three
each contain the control points for one of the above mentioned restrictions, see
Figure 3.12. If we recursively use this kind of subdivision then we never subdi-
vide the edges of the domain triangles so the domain triangles becomes thinner
and thinner. This is not desirable, we prefer that all the domain triangles have the
same shape. This can be achieved if we divide the triangle in four pieces as in Fig-
ure 3.13. The three patches at the corners can each be obtained by two succesive
applications of de Casteljau’s algorithm, and the middle patch can be obtained
by three succesive applications of de Casteljau’s algorithm, see Figure 3.14. The
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A

B

C
P

Figure 3.12: Subdividing a triangular Bézier surface by de Casteljau’s algorithm.

A

B

C

Figure 3.13: Subdividing a triangular Bézier surfaces in four equally sized pieces.

problem with middle patch is that we use extrapolation in the last of the three
steps. If we look at (3.23) we see that it is possible to obtain the control points for
the middle patch by using only interpolation, but then it’s considerably harder to
avoid repeating a calculation.

The straight line spanned by two points with barycentric cooordinatesa andb
can be considered as the boundary of a new domain triangle sostraight lines
are mappped to Bézier curves of degree n. Still considering the straight line as a
boundary (3.23) gives that the control points areC.a/iC j .b/�bi

�
, wherei C j D n.

3.4.2 Differentation of a triangular Bézier surface

One way of looking at these surfaces and in particular at the apparently strange
parametrization is to considerr.u/ as the restriction of a tri-variate function to the
planeuC vCw D 1, see Figure 3.15. The assignment of barycentric coordinates
to a point is an isomorphism from our parameter plane to this plane inR

3. It is
now obvious that the normal partial derivatives@i r , e.g.,@1r D @r@u , doesn’t tell us
anything about the behaviour of the function (or surface). Instead we will for any
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A

B

C

ab

cD �
1
2; 0; 1

2

�
C.c/n���!

A

B

C

aD �
1
2; 1

2; 0
�b

c

C.a/n���!

A

B

C

a
b D ��1; 1; 1

�
c

C.b/n���!
A

B

C

ab

c

Figure 3.14: Running de Casteljau’s algorithm forc (that has barycentric coordinates�
1
2; 0; 1

2

�
with respect toA;B;C) gives as a byproduct the control points with respect to

the domain triangleA;B; c. Running de Casteljau’s algorithm once more for the pointa
gives the control points with respect to the domain triangleA; a; c. In a similar manner
we can obtain the control points with respect to the domain trianglesB; b; a andC; c; b.
To get the control points with respect to the domain trianglea; b; c (the middle patch)
we can take the control points with respect to the triangleA; a; c and run de Casteljau’s
algorithm forb, but asb has barycentric coordinates.�1; 1; 1/ with respect toA; a; c, we
extrapolate.

given vector�!v in the plane determine thedirectionalderivative

@�!v r.u/ D dr.uC t�!v /
du

���
tD0
:

The chain rule now yields the following formula:

@�!v r.u/ D �@r.u/@u
C � @r.u/@v C  @r.u/@w :

As C.u/ D uC1 C vC2 C wC3 we have@C.u/@u
D C1; @C.u/@v D C2; @C.u/@w D C3:

and asr.u/ D Cn.u/�bi
�

and everything commute the usual rules for differentiat-
ing a product yields

@�!v r.u/ D �@r.u/@u
C � @r.u/@v C  @r.u/@wD n

��C1 C �C2 C  C3
�
Cn�1.u/�bi

�
D nC.�!v /Cn�1.u/�bi

� D nCn�1.u/C.�!v /�bi
�: (3.24)
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u

v

w

P

�!v

Figure 3.15: A pointP and a vector�!v in the planeu C v C w D 1. The vector�!v
is mapped linearly to the triangles along the edge and defines the the “cross” boundary
derivative in the given direction.

Let us first see howC.�!v / D �C1 C �C2 C  C3 acts on the triangular net. If we
put

�
di jk

� D C.�!v /�bi
�

then� C � C  D 0 and we have

di jk D �biC1; j ;k C �bi ; jC1;k C bi ; j ;kC1D �.biC1; j ;k � bi ; j ;kC1/C �.bi ; jC1;k � bi ; j ;kC1/ (3.25)

I.e., C.�!v / acts as a difference operator in the control net. Once again we are in
the same situation as in the curve case. We can stop de Casteljau’s algorithm at the
second last stage and then obtain the directional derivative as a suitable difference
in the triangle. Alternatively we can find the differences in the control net and
obtain a new triangular Bézier surface that represents the directional derivative.

Combining the above and the result about the boundary curves we have that the
directional derivative along an edge (the “cross” boundary derivative) is a Bézier
curve of degreen� 1 and that the control points are given by

d0 jk D �b1; j ;k C �b0; jC1;k C b0; j ;kC1D �.b0; jC1;k � b1; j ;k/C  .b0; j ;kC1 � b1; j ;k/; j C k D n� 1;
di 0k D �biC1;0;k C �bi ;1;k C bi ; j ;kC1D �.biC1;0;k � bi ;1;k/C  .bi ; j ;kC1 � bi ;1;k/; i C k D n� 1;
di j 0 D �biC1; j ;0 C �bi ; jC1;0 C bi ; j ;1D �.biC1; j ;0 � bi ; j ;1/C �.bi ; jC1;0 � bi ; j ;1/; i C j D n� 1:



Chapter 4

Differential Geometry of Surfaces

4.1 Introduction

Intuitively a surface is a two-dimensional object, i.e., an object that can be de-
scribed by two parameters. One complication compared to curves is that a given
pair of parameters in general only can be used locally in a part of the surface.
Think of a world atlas, it takes more than one chart to describe the globe.

A particular local choice of coordinates is called acoordinate patchand it is sim-
ply a map from a portion ofR2 into R3. We have in the previous chapter seen
many examples of this.

4.2 Regular coordinate patches and the tangent plane

Just as for a curve we want parametrization with a suitable degree of differentiabil-
ity and a regularity condition. For curves we wanted the derivatives to be nonzero,
for surfaces the corresponding requirement is that the two partial derivatives are
linearly independent. This can be formulated as the following definition.

Definition 4.1. A coordinate patch(or chart or local parametrization) of class
Ck is a one-to-oneCk mapr V U ! R

3, whereU is an open subset ofR2 with
coordinates.u; v/ and

�@r=@u
� � �@r=@v� 6D 0 on U . The pair.u; v/ are called

local parametersor local coordinates, and the image of the linesv D constant
or u D constant are called the first and secondparameter linesrespectively, see
Figure 4.1.

Observe that ifr V U ! R
3 is a coordinate patch of classCk, andV � U is and

open subset ofU , thenr jV V V ! R
3 is a coordinate patch of classCk too.

83
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u

v
U.u0; v0/ r

u D u0

v D v0

Figure 4.1: A coordinate patch and two parameter lines.

Example 4.1 The simplest example of a coordinate patch is the parametrization of a
planer .u; v/ D .u; v; 0/, .u; v/ 2 R2. The partial derivatives areru.u; v/ D .1; 0; 0/ and
rv.u; v/ D .0; 1; 0/, so the cross product isru � r v D .0; 0; 1/ 6D 0 for all .u; v/ 2 R2.

Example 4.2 Consider the unit sphereS2 � R
3, a line through the north pole.0; 0; 1/,

and a point.u; v; 0/ in thexy-plane. The line can be parametrized ast 7! .tu; tv; 1� t/
and the square of the distance to the origin ist2

�
u2Cv2C1

��2tC1. The line intersects the
unit sphere in points where the distance to the origin is 1, i.e., whent2

�
u2Cv2C1

��2tC
1D 1 or equivalently when 2t D t2

�
u2C v2C 1

�
. One solution to this quadratic equation

is t D 0 which corresponds to the north pole, and the other ist D 2=�u2 C v2 C 1
�

which
corresponds to the point.x; y; z/ D �

2u; 2v; u2 C v2 � 1
�=�u2 C v2 C 1

�
, see Figure 4.2.

The opposite map.x; y; x/ 7! .u; v/ is calledstereographic projectionfrom the north
pole and defines a map fromR2 to S2:

rC.u; v/ D �
2u; 2v; u2 C v2 � 1

�
u2 C v2 C 1

; .u; v/ 2 R2: (4.1)

We find

.0; 0; 1/

.0; 0;�1/
.uC; vC/ .u�; v�/

rC.uC; vC/ D r�.u�; v�/

Figure 4.2: Stereographic projection from the north and the south pole.
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rCu D 2

�
1� u2 C v2;�2uv; 2u

��
1C u2 C v2

�2 ;
rCv D 2

��2uv; 1C u2 � v2; 2v��
1C u2 C v2

�2 ;
and

rCu � rCv D 4

��2u;�2v; 1� u2 � v2
��

1C u2 C v2
�3 6D 0; for all .u; v/ 2 R2;

sorC is a coordinate patch. In a similar way we define stereographic projection from the
south pole and the opposite map gives us another coordinate patch

r�.u; v/ D �
2u; 2v; 1� u2 � v2

�
u2 C v2 C 1

; .u; v/ 2 R2; (4.2)

cf. Problem 4.2.3. The image ofrC is VC D S2 n f.0; 0; 1/g and the image ofr� is
V� D S2 n f.0; 0;�1/g. So the regionS2 n f.0; 0;�1/g D VC \ V� is parametrized in
two different ways. IfrC.uC; vC/ D r�.u�; v�/ then

.uC; vC/ D .u�; v�/
u2� C v2� ; .u�; v�/ D .uC; vC/

u2C C v2C (4.3)

cf. Problem 4.2.5. This is an example of a change of coordinates, cf. Definition 4.2

Definition 4.2. An allowable change of coordinatesof classCk is bijective map
f V U ! V of open sets inR2 such that bothf and its inverse is of classCk.

If f V U ! V is an allowable change of coordinates and.s; t/ D f .u; v/ then
we will often write.s; t/ D �

s.u; v/; t .u; v/� for f , and.u; v/ D �
u.s; t/; v.s; t/�

for the opposite map. So with an abuse of notation we let.u; v/ denote both a
point in U � R

2 and a pair of functions. This is the same terminology we used
for reparametrization of curves.

If .u; v/ and.s; t/ are coordinates related by an allowable change of coordinates
then by the chain rule we have� @u@s

@u@t@v@s
@v@t

� � @s@u
@s@v@t@u
@t@v
� D � @u@s

@s@u C @u@t
@t@u

@u@s
@s@v C @u@t

@t@v@v@s
@s@u C @v@t

@t@u
@v@s

@s@v C @v@t
@t@v
� D � @u@u

@u@v@v@u
@v@v
� D �

1 0
0 1

� :
We have in particular that

det

� @s@u
@s@v@t@u
@t@v
� 6D 0:

If the determinant is positive then the change of coordinates is calledorientation
preservingotherwise it is calledorientation reversing.
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f

r1 r2

U V

Figure 4.3: Two smoothly overlapping coordinate patches.

Definition 4.3. Two coordinate patchesr1 V U ! R
3 andr2 V V ! R

3 of class
Ck overlap smoothlyif r�1

1

�
r2.V/� andr�1

2

�
r1.U /� are open subsets ofR2, and

there exists an allowable change of coordinatesf V r�1
1

�
r2.V/� ! r�1

2

�
r1.U /�

such thatr1.u; v/ D r2
�

f .u; v/� for all .u; v/ 2 r�1
1

�
r2.V/�. Furthermore, if the

change of coordinates is orientation preserving then we say that the two coordinate
patches defines the same orientation in the overlap.

There does not exits a coordinate patch that covers all of the sphere, so a reason-
able definition of a surface needs to involve more than one coordinate patch.

Definition 4.4. A subsetM � R
3 is a regular surfaceof classCk, if there for

eachP 2 M exits a open setV � R
3, and a coordinate patchr V U ! R

3 of
classCk such thatM \ V D r.U /; and if r1 V U ! R

3 andr2 V V ! R
3 are two

such coordinate patches withr1.U / \ r2.V/ 6D ;, then they overlap smoothly.

Definition 4.5. A regular surface is calledorientableif the coordinate patches can
be chosen such that they pairwise defines the same orientation in the overlap.

A particular choice of such coordinate patches is called anorientationof the sur-
face.

Example 4.3 The coordinate patchesrC or r� from Example 4.2 overlap smoothly and
as any point on the unit sphereS2 is in the image ofrC or r� S2 is a regular surface. From
(4.3) we see that

det

" @uC
@u�

@uC
@v�@vC

@u�
@vC
@v�

# D det

24 v2
�
�u2

�

.u2
�
Cv2

�
/2

�2u�v�
.u2
�
Cv2

�
/2�2u�v�

.u2
�
Cv2

�
/2

u2
�
�v2

�

.u2
�
Cv2

�
/2

35 D �.u2� � v2�/2 � 4u2�v2�.u2� C v2�/4
D �1.u2� C v2�/2

:
The change of coordinates is not orientation preserving, but if we define a new coordinate
patcher byer .u; v/ D r�.v; u/, then we easily see thatrC ander overlaps smoothly and
defines the same orientation in the overlap, soS2 is orientable.
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4.2.1 The tangent plane

Definition 4.6. Let M � R3 be a regular surface of classCk. A regular curve of
class C̀ on M is a space curvex V I ! M � R3 such that there for eacht0 2 I
exists an open subintervalt0 2 J � I , a coordinate patchr V U ! R

3 on M , and
a regular curvet 7! �

u.t/; v.t/� 2 U with x.t/ D r
�
u.t/; v.t/� for all t 2 J.

x r

U

t 7! �
u.t/; v.t/�

J

Figure 4.4: A regular curve on a surface

The pair of functionst 7! �
u.t/; v.t/� is called alocal representationof the curve.

If a curve onM is smooth in the sense above then clearly it is also smooth as a
space curve. The opposite is also true, cf. Lemma 4.11.

Let x.t/ D r
�
u.t/; v.t/� be a parametrization of a smooth curve on a regular

surfaceM . The velocity vector is then given by

x0.t/ D u0.t/ru
�
u.t/; v.t/�C v0.t/r v�u.t/; v.t/�; (4.4)

where we have used the notation

ru D @r@u
and r v D @r@v :

We see in particular that two smooth curves on a surface have the same velocity
vector at a common point if and only the local representations have the same
velocity vector.

Definition 4.7. Let M be a regular surface and letP 2 M . The tangent space
TP M of M at P consist of all velocity vectors atP to curves onM throughP. If
r V U ! M is a coordinate patch andP D r.u0; v0/ then (4.4) shows that

TP M D �
t1ru.u0; v0/C t2r v.u0; v0/ �� t1; t2 2 R	:
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The tangent planeto M at P consist of all pointsQ 2 R3 such that
�!
P Q 2 TP M ,

i.e., it is the plane
�

P C t1ru.u0; v0/C t2r v.u0; v0/ �� t1; t2 2 R	.
As ru andr v are linearly independent for a regular surface we see thatTP M is a
two dimensional vector space with basisru; r v.

If .u; v/ and.s; t/ are two set of local coordinates related by an allowable change
of coordinates then we see that�

ru

r v
� D � @s@u

@t@u@s@v @t@v
� �

rs

r t

�
(4.5)

and ifv D aruCbr v D crsCdr t are expansions of a tangent vectorv with respect
to the two bases ofTP M , then�

c
d

� D � @s@u
@s@v@t@u
@t@v
� �

a
b

�
(4.6)

Definition 4.8. Let M be a regular surface and letP 2 M . A normal vectorto at
P is a vector that is orthogonal toTP M . If r V U ! M is a coordinate patch and
P D r.u0; v0/ thenru.u0; v0/ � r v.u0; v0/ is a normal vector, and all others are
proportional to this. By normalization we get aunit normal vector:

N D ru � r v��ru � r v�� (4.7)

The unit normal in (4.7) are often referred to asthenormal vector, but it is only
defined up to a sign, see Problem 4.2.11.

Example 4.4 Consider the coordinate patch (4.1) on the unit sphere. If we normalize
rCu � rCv we obtain

NC D � �2u; 2v; u2 C v2 � 1
�

1C u2 C v2
D �rC.u; v/;

(the inward normal). Similar (4.2) yields the unit normal vector

N� D �
2u; 2v; 1� u2 � v2

�
1C u2 C v2

D r�.u; v/;
(the outward normal on the sphere).

The above example illustrates Problem 4.2.11, an allowable change of coordi-
nates is orientation preserving ifN is preserves and it is orientation reversing ifN
changes sign. This obvious gives the following result, cf. Problem 4.2.12
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Theorem 4.9.For a regular surface the following three statements are equivalent.

1. The surface is orientable.

2. The surface posses a continuous unit normal vectorfield.

3. The surface posses a continuous non vanishing normal vectorfield.

u

v

t

r

Figure 4.5: A coordinate patchr V U ! M can be extended to a local diffeomorphismer V eV ! R
3.

Lemma 4.10. Let M be a regular surface of class Ck, let r V U ! M be a
coordinate patch and let.u0; v0/ 2 U. Then there exists an open set V� U and
an injective Ck maper V eV D V�U � "; "T! R

3 whos inverse is Ck too, such that
r.u; v/ Der.u; v; 0/ for all .u; v/ 2 V , see Figure 4.5.

Proof. Let N.u; v/ D ru.u; v/� r v.u; v/=jru.u; v/� r v.u; v/j be the unit normal
and defineer.u; v; t/ D r.u; v/ C tN.u0; v0/. This is clearly aCk map. Further-
more, the partial derivatives at.u0; v0; 0/ areru.u0; v0/, ru.u0; v0/, andN.u0; v0/
respectively and they are obviously are linearly independent. The lemma is now a
consequence of the inverse function theorem.

Lemma 4.11. Consider a regular surface M� R
3 of class Ck, and let` � k.

If f is a map W! M where W� R
n is an open set, then the following three

statements are equivalent.

1. Considered as map W! R
3, f is C`.

2. For each coordinate patchr V U ! M the mapr�1 � fj f �1.r .U // is C`.
3. For each point P2 M exists a coordinate patchr V U ! M with P 2 r.U /

such that the mapr�1 � fj f �1.r .U // is C`.
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Proof. 1 H) 2: Let r V U ! M be a coordinate patch, and consider a point
P 2 f �1.r.U //. By Lemma 4.10 we can extendr to a maper V eV ! R

3, whereeV is an open set inR3 and P 2er.eV/. The inverseer�1 Ver.eV/ ! R
3 is of class

Ck and aser�1 � fj f �1.r .V// D r�1 � fj f �1.r .U // the latter is of classC`.
2 H) 3: Is trivial.

3 H) 1: Let P 2 W and choose a coordinate patchr V U ! M with f .P/ 2
r.U / such that the mapr�1 � fj f �1.r .U // is C`. We haveP 2 f �1.r.U // and as
fj f �1.r .U // D r � r�1 � fj f �1.r .U // we can conclude thatf is C` in f �1.r.U //. As
P was arbitray we are done.

Definition 4.12. A map f V W ! M that satisfies one the three equivalent con-
ditions in Lemma 4.11 is called aC` map. If r V U ! M is a coordinate patch
and f .u/ D r. f1.u/; f2.u// for all u 2 f �1.r.U // then. f1.u/; f2.u// is called
the local expressionof f .

Similar we have

Lemma 4.13. Consider a regular surface M� R3 of class Ck, and let` � k. If
f is a map M! R

n, then the following two statements are equivalent.

1. For each coordinate patchr V U ! M the map f� r V U ! R
n is C`.

2. For each point P2 M exists a coordinate patchr V U ! M with P 2 r.U /
such that the map f� r V U ! R

n is C`.
Proof. 1 H) 2 is trivial, so we need only consider 2H) 3. Let r V U !
M be a coordinate patch and let.u0; v0/ 2 U . Now choose a coordinate patch
r1 V U1 ! M with r.u0; v0/ 2 r1.U1/ such that the mapf � r1 V U1 ! R

n is
C`. Let g V r�1.r1.U1// ! U1 be an allowable change of coordinates such that
r.u; v/ D r1.g.u; v// for all .u; v/ 2 r�1.r1.U1//. Then.u0; v0/ 2 r�1.r1.U1//
and f � r.u; v/ D f � r1 � g.u; v/ for all .u; v/ 2 r�1.r1.U1//, and we see that
f � r is C` in r�1.r1.U1//.
Definition 4.14. A map f V M ! R

n that satisfies one the two equivalent condi-
tions in Lemma 4.13 is called aC` map. If r V U ! M is a coordinate patch then.u; v/ 7! f .r.u; v// is called thelocal expressionof f .

Finally we consider maps between two surfaces.

Lemma 4.15. Consider two regular sufaces M1;M2 � R
3 of class Ck and let` � k. If f V M1 ! M2, then the following three statements are equivalent.

1. Considered as map M1 ! R
3, f is C`.
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2. For each pair of coordinate patchesr i V Ui ! Mi , i D 1; 2, the map
r�1

2 � f � r1j. f �r1/�1.r2.U2// is C`.
3. For each P2 M1 exists coordinate patchesr i V Ui ! Mi , i D 1; 2, such

that P 2 r1.U1/, f .P/ 2 r2.U2/ andr�1
2 � f � r1j. f �r1/�1.r2.U2// is C`.

Definition 4.16. A map f V M1 ! M2 that satisfies one the three equivalent
conditions in Lemma 4.15 is called aC` map. If r i V Ui ! Mi , i D 1; 2,
are coordinate patches andf .r1.u; v// D r2. f1.u; v/; f2.u; v// for all .u; v/ 2. f � r1/�1.r2.U2//, then. f1.u; v/; f2.u; v// is called thelocal expressionof f .

If f is bijective and the inverse map is aCk map too, thenf is called adiffeomor-
phism.

Let r i V Ui ! Mi , i D 1; 2 be coordinate patches for two regular surfaces and let
f V M1 ! M2 be a smooth map with the local expression. f1.u; v/; f2.u; v//. If V I ! M1 is a smooth curve inM1 with the local expression.1.t/; 2.t//,
then f �  V I ! M2 is a smooth curve inM2 and the local expression is. f1.1.t/; 2.t//; f2.1.t/; 2.t///. Differentiating one of the coordinates yields

d

dt

�
fi .1.t/; 2.t/� D @ fi@u

.1.t/; 2.t//  01.t/C @ fi@v .1.t/; 2.t//  02.t/
In other words, with respect to the basisr1u; r1v of T .t/M1 and the basisr2u; r2v
of T f . .t//M2 the tangent vectors 0.t/ 2 T .t/M1 and. f �  /0.t/ 2 T f . .t//M2

has the coordinates� 01.t/ 02.t/
�

and

" @ f1@u .1.t/; 2.t// @ f1@v .1.t/; 2.t//@ f2@u .1.t/; 2.t// @ f2@v .1.t/; 2.t//
# � 01.t/ 02.t/

�
respectively. If we putt D 0, then the last expression only depends on .0/
and 0.0/, but not on any higher order derivatives. I.e., if� V I ! M1 is an other
smooth curve with�.0/ D  .0/ and�0.0/ D  0.0/, then. f ��/0.0/ D . f � /0.0/.
Definition 4.17. Let M1;M2 � R3 be two regular surfaces and letP 2 M1. The
differentialof a smooth mapf V M1 ! M2 is a linear map

d fP V TP M1 ! T f .P/M2 V  0.0/ 7! . f �  /0.0/
where V I ! M1 is a smooth curve with .0/ D P.

Furthermore, letr i V Ui ! Mi , i D 1; 2 be coordinate patches and suppose
the local expression forf is . f1.u; v/; f2.u; v//. If we for a tangent vectorv 2
Tr1.u;v/M1 and the image dfr1.u;v/.v/ 2 T f .r1.u;v//M2 has the expansions

v D v1r1u C v2r1v and dfr1.u;v/.v/ D w1r2u C w2r2v
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respectively, then we have the following matrix expression�w1w2

� D " @ f1@u
@ f1@v@ f2@u
@ f2@v
# �v1v2

� :
Theorem 4.18 (The inverse function theorem).Let f V M1 ! M2 be a C̀
map between regular Ck surfaces. If, for a point P2 M1, the differentiald fP V
TP M1 ! T f .P/M2 is regular, then there exists open neighbourhoods P2 V1 �
M1 and f.P/ 2 V2 � M2 of P and f.P/ respectively, such that fjV is a diffeo-
morphism V! W of class C̀, i.e., f is alocal diffeomorphismof class C̀.

Proof. Choose coordinate patchesr i V Ui ! Mi , i D 1; 2, with P 2 r1.U1/ and
f .P/ 2 r2.U2/. Let . f1; f2/ be the local expression forf , such that we have the
following picture

M1
f���! M2x??r1

x??r2

U1
. f1; f2/����! U2

The regularity od dfP implies the regularity of the Jacobian of. f1; f2/ so by the
usual inverse function theorem we can choose a smallerU1 (andU2) such that. f1; f2/ is a diffeomorphism classC`. If we put Vi D r i .Ui /, i D 1; 2, then
fjV1 V V1 ! V2 is a diffeomorphism classC`.

N

v

Figure 4.6: A regular surface is locally the graph of a smooth function “from” the tangent
plane “to” the normal line.

Theorem 4.19.Let P be a point om a regular surface M of class Ck, let v1; v2

be a basis for the tangent space TP M and letN be the unit normal vector at P.
Then there exists a neighbourhood U of0 2 R2 and a Ck-function f V U ! R

such that the map

U ! R
3 V .u; v/ 7! P C uv1 C vv2 C f .u; v/N
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is a coordinate patch of class Ck on M. Furthermore, f.0/ D @ f@s.0/ D @ f@t .0/ D 0.

Proof. The orthogonal projectionR3 ! TP M is a C1 map so the restricion
M ! TP M is a Ck map. The differential atP is clearly the identity map
TP M ! T0.TP M/ �D TP M , in particular regular. BY the inverse function the-
orem it locally has aCk inverse and if we compose this inverse with the map
R

2 ! TP M V .u; v/ 7! uv1 C vv2 we obtain a mapU ! M � R
3 of the

required form.

Observe thatf measures the distance from the given point on the surface to the
tangent plane.

Problems

4.2.1 Let .x; y; x/ 7! .u; v/ be the stereographic projection from the north pole, cf. Ex-
ample 4.2 and Figure 4.2. Determine.u; v/ as a function of.x; y; z/.

4.2.2 Let .x; y; x/ 7! .u; v/ be the stereographic projection from the south pole, cf. Ex-
ample 4.2 and Figure 4.2. Determine.u; v/ as a function of.x; y; z/.

4.2.3 Find the opposite map,r� V R2 ! S2 � R
3, of stereographic projection from

the south pole, cf. Example 4.2, Figure 4.2, and Problem 4.2.2. Show thatr� is a
coordinate patch of classC1.

4.2.4 Find the parameter lines for the two coordinate patches (4.1) and (4.2).

4.2.5 Let rC andr� be the two coordinate patches (4.1) and (4.1). Show thatrC.uC; vC/ D
r�.u�; v�/ if and only if (4.3) holds and that (4.3) defines an allowable change of
coordinates.

4.2.6 Show thatspherical coordinates

r .u; v/ D .sinu cosv; sinu sinv; cosu/; .u; v/ 2 .0; �/ � .��; �/
is a coordinate patch on the unit sphere, see Figure 4.7. What are the parameter
lines?

4.2.7 Show that

r .u; v/ D .r cosv; r sinv; u/; .u; v/ 2 R� .��; �/
is a coordinate patch on a cylinder, see Figure 4.7. What are the parameter lines?

4.2.8 Show that
r .u; v/ D .v cosu; v sinu; hu/; .u; v/ 2 R2 (4.8)

is a coordinate patch. This surface is called ahelicoid, see Figure 4.7. What are the
parameter lines?
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u

v uv

Figure 4.7: Spherical coordinates on the sphere, see Problem 4.2.6. Cylinder coordinates
on the cylinder, see Problem 4.2.7. Parameter lines on the helicoid, see Problem 4.2.8 and
on the graph of the function.x; y/ 7! y2 � x2, see Problem 4.2.9.

4.2.9 Let U � R2 be an open subset and letf V U ! R be aCk function. Show that

r V .u; v/ 7! �
u; v; f .u; v/� (4.9)

is aCk-coordinate patch. A patch of this form is often called aMonge patch.

4.2.10 Show that the cylinder and the helicoid are regular surfaces.

4.2.11 Show that the unit normalN in (4.7) is invariant under orientation preserving
change of coordinates, but changes sign under an orientation reversing change of
coordinates.

4.2.12 Prove Theorem 4.9.

4.2.13 Find the unit normal vector of the cylinder, the helicoid, and the graph of a function
f V U ! R.

4.2.14 Consider a curve in thexz-plane given by a parametrizationI ! R
2 V u 7!�

r .u/; z.u/� with r .u/ > 0 for all u 2 I . If this curve is rotated around thez-axis,
we obtain asurface of revolution.We can parameterize it as follows:

r .u; v/ D �
r .u/ cosv; r .u/ sinv; z.u/�: (4.10)
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Now assume that the original curve
�
r .u/; z.u/� is regular and one-to-one.

(a) Show that (4.10) is a coordinate patch ifv 2 .v1; v2/ with v2 � v1 < 2� .

(b) Show thatM D �
r .u; v/ �� u 2 I ; v 2 R	 is a regular surface.

(c) Find the unit normal vector of the surface.

4.2.15 Let
�
r .u/; z.u/� D �

2C cosu; sinu
�
. Show that the corresponding surface of rev-

olution is a regular surface, (called atorus), and determine the unit normal vector.

4.2.16 A ruled surfaceis a surface generated by a one parameter family of lines. Letx V
I ! R

3 be a regular curve of classCk and letq V I ! R
3 be a non vanishing vector

function of classCk. We get a ruled surface by the following parametrization:

r .u; v/ D x.u/ C vq.u/ (4.11)

The parameter linesu D constant are called therulings of the surface, and a para-
metrization of this form is called a parametrization inruled form. It is in general
a non trivial task to determine whether the map (4.11) is one-to-one, and it can
only be done by a case by case study. The regularity condition on the other hand is
easier to handle. Find the cross productru � r v.

4.2.17 Show that the hyperbolic paraboloidzD y2 � x2 is a doubly ruled surface; that is,
it can be generated by two different families of lines. Find parametrization of the
surface in ruled form.

4.2.18 Let x.u/ D �
cosu; sinu; 0

�
, let q.u/ D �

sin 1
2u cosu; sin 1

2u sinu; cos1
2u
�
, and let�� < u < � . Consider the ruled surface (4.11) for� 1

4 < v < 1
4. Compute the

unit normalN.u; v/ and show that

lim
u!�� x.u; v/ D lim

u!� x.u;�v/ and lim
u!�� N.u; 0/ D � lim

u!� N.u; 0/;
see Figure 4.8. This is called aMöbius band.

u D 0

u D ��

Figure 4.8: A Möbius band.

4.3 First fundamental form

In this section we will study how to measure length, angles, and area on a surface.
As we shall see this is all determined by theinner productin the tangent spaces
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TP M , P 2 M . If we are given a coordinate patchr V U ! M then we have
a “natural basis”ru; r v for TP M , but it is in general not orthonormal. Indeed, if
v D aru C br v andw D cru C dr v are two tangent vectors then

v � w D �
aru C br v� � �cru C dr v�D acru � ru C .adC bc/ru � r v C bdr v � r vD acEC .adC bc/F C bdG;

where we have introduced the three functions

E.u; v/ D ru.u; v/ � ru.u; v/
F.u; v/ D ru.u; v/ � r v.u; v/
G.u; v/ D r v.u; v/ � r v.u; v/ (4.12)

In the literature you can also find the notationg11 D ru�ru D E, g12 D ru�r v D F ,
g21 D r v � ru D F , andg22 D r v � r v D G. In matrix notation the formula for the
inner product reads

v � w D �
a b

� �E F
F G

� �
c
d

� : (4.13)

Let P D r.u0; v0/ be a point on a regular surface. As a function of the coordinates.a; b/ of a tangent vectorv D aru.u0; v0/ C br v.u0; v0/ 2 TP M , the length
squared is given by

I.v/ D jvj2 D Ea2 C 2FabC Gb2: (4.14)

The functionI is a quadratic form onTP M called thefirst fundamental formand
E; F;G are the coefficients of this form with respect to the basisru; r v.

It is important to realize that the first fundamental formI is invariant under change
of coordinates, but the coefficientsE; F;G do depend on the parametrization.

If x.t/ D r
�
u.t/; v.t/� is a parametrization of a smooth curve onM , then the

arc-lengths satisfies

s0.t/2 D u0.t/2E
�
u.t/; v.t/�C 2u0.t/v0.t/F�u.t/; v.t/�C v0.t/2G

�
u.t/; v.t/�:

In short notation we have

ds

dt
D E

�
du

dt

�2 C 2F
du

dt

dv
dt
C G

�
dv
dt

�2 :
In the literature you will often find the the following form:

ds2 D E du2 C 2F du dv C G dv2:
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If we interpret ds as the length of a tangent vector and.du; dv/ as coordinates for
the tangent vector then this is simply the formula for the first fundamental form.

We see immediately thatE D 1 if an only if u is arc length on the first set of pa-
rameter curves,G D 1 if and only ifv is arc length on the second set of parameter
curves, andF D 0 if and only if the two set of parameter curves intersects each
other orthogonal.

The length of a segment of a curvet 7! r
�
u.t/; v.t/� is given by

s.t1/ D Z t1

t0
s0 dt D Z t1

t0

p
E.u0/2 C 2Fu0v0 C G.v0/2 dt:

Theangle� between two tangent vectorsv D aru C br v andw D cru C dr v is
given by

cos� D v � wjvjjwj D acEC .adC bc/F C bdGq�
Ea2 C 2FabC Gb2

��
Ec2 C 2FcdC Gd2

� :
Let .u; v/ and.s; t/ be two set of local coordinates related by an allowable change
of coordinates and letE1; F1;G1 and E2; F2;G2 be the corresponding coeffi-
cients of the first fundamental form. In Problem 4.3.7 it is shown that�

E1 F1

F1 G1

� D � @s@u
@t@u@s@v @t@v
� �

E2 F2

F2 G2

� � @s@u
@s@v@s@u
@t@v ;
�

(4.15)

It is simply the transformation rule for a quadratic form on a vector space.

Example 4.5 Consider the coordinate patchrC on the sphere given by (4.1). We find that

E D rCu � rCu D 4�
1C u2 C v2

�2 ; F D rCu � rCv D 0; G D rCv � rCv D 4�
1C u2 C v2

�2 :
Observe thatru; r v is an orthogonal basis for the tangent space, it is an orthonormal basis
scaled by a factor of 2=�1C u2 C v2

�
. The parameter lines are in particular orthogonal.

4.3.1 Area

If v andw are two vectors inR3 and� is the angle between them then we have

jv� wj2 D �jvjjwj sin��2 D jvj2jwj2�1� cos2�� D jvj2jwj2 � .v � w/2:
Now let r V U ! M be a coordinate patch on a regular surfaceM . The vectorsru

andr v span a parallelogram with area

jru � r vj D qjruj2jr vj2 � .ru � r v/2 D p
EG� F2:
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So it is plausible (and in fact true) that if we have regionD on M with D � r.U /,
then theareaof D is given by a double integral:

area.D/ D ZZ
r�1.D/ jru � r vj du dv D ZZ

r�1.D/
p

EG� F2 du dv: (4.16)

Figure 4.9: A spherical region onS2.

Example 4.6 Consider the regionD on S2 with spherical coordinates

.u; v/ 2 Tu0; u1U � Tv0; v1U;
see Figure 4.9. If we use the parametrization

r .u; v/ D �
sinu cosv; sinu sinv; cosu

�;
then we haveE D 1, F D 0, andG D sin2 u, cf. Problem 4.3.2. SoEG� F2 D sin4 u,
and the area of the region becomes

area.D/ D ZZ
r�1.D/

p
EG� F2 du dv D Z v1

v0

Z u1

u0

sinu dudv D .v1�v0/.cosu0�cosu1/:
If we in particular haveu0 D 0, u1 D � , v0 D 0, andv1 D 2� , thenD is the whole sphere
and we see that

area
�
S2
� D .2� � 0/.cos 0� cos�/ D 4�:

Problems

4.3.1 CalculateE, F , andG for the coordinate patchr� on the unit sphere.

4.3.2 CalculateE, F , andG for the sphere parametrized by spherical coordinates cf.
Problem 4.2.6.

4.3.3 CalculateE, F , andG for the cylinder and the helicoid, cf. Problem 4.2.7 and 4.2.8.

4.3.4 CalculateE, F , andG for the graph of a functionf V U ! R, cf. Problem 4.2.9.
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4.3.5 CalculateE, F , andG for a surface of revolution, cf. Problem 4.2.14.

4.3.6 CalculateE, F , andG for a ruled surface, cf. Problem 4.2.16.

4.3.7 Prove (4.15), hint: use (4.5) or (4.6) and (4.13).

4.3.8 Find the area of the region on the helicoid (4.8) given by.u; v/ 2 T0; 2� U�T�1; 1U.

4.4 Second fundamental form

t D T

N

b

U

n

�

Figure 4.10: The Frenet-Serret framet; n; b and the Darboux frameT;U;N.

Let M be a regular surface with unit normalN. Let t; n; b and� be the Frenet-
Serret frame and the curvature of a curve onM respectively. Ast is a tangent
vector to the surface it is orthogonal toN so if we putT D t andU D N�T, then
T;U;N is another positively oriented orthonormal frame along the curve, called
theDarboux frame, see Figure 4.10.

The curvature vector is orthogonal tot so we can write

� D �n D �gUC �nN; (4.17)

where�n is called thenormal curvatureand�g is called thegeodesic curvature.
We have of course that�g D �n � U and�n D �n � N and we will now find a
formula for the latter.

Let the arc length parametrization of the curve be given on the formx.s/ D
r
�
u.s/; v.s/�, wherer V U ! M is a coordinate patch onM . By the chain
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rule we have

t D dx
ds

D du

ds
ru C dv

ds
r v

�n D dt
ds

D d2x
ds2

D d

ds

�
du

ds
ru

�C d

ds

�
dv
ds

r v�
D  

d2u

ds2
ru C �du

ds

�2

ruu C du

ds

dv
ds

r vu

!

C  d2v
ds2

ru C dv
ds

du

ds
ruv C �dv

ds

�2

r vv
!

D d2u

ds2
ru C d2v

ds2
ru C �du

ds

�2

ruu C 2
du

ds

dv
ds

ruv C �dv
ds

�2

r vv:
As ru andr v are orthogonal toN we obtain

�n D �n � N D �
du

ds

�2

ruu � NC 2
du

ds

dv
ds

ruv � NC �dv
ds

�2

r vv � N:
If we put

L D ruu � N; M D ruv � N; and N D r vv � N (4.18)

then we can write

�n D L

�
du

ds

�2 C 2M
du

ds

dv
ds

C N

�
dv
ds

�2 :
The tangent vectort has coordinates

�du
ds ; dv

ds

�
with respect to the basisru; r v for

TP M . So we see that the normal curvature�n depends on the tangent only. So if
two curve onM have the same tangent at some common point, then they have the
same normal curvature at that point.

If we look in the normal plane of the curve then we have the picture in Figure 4.11.
If � is the angle between the tangent plane of the surface and the osculating plane
of the curve on the surface, then we can see that the geodesic curvature and the
normal curvature is given by

�n D �� sin� and �g D � cos�: (4.19)

The normal curvature is determined by the tangent vector which in turn is deter-
mined by the line of intersection between the tangent plane and the osculating
plane, so we may write (4.19) as

� D ��n

sin� and �g D ��n

tan�



4.4. SECOND FUNDAMENTAL FORM 101

N

U

b

n�nN

�gU

�n

�
tangent plane

Figure 4.11: The curvature, the normal curvature and the geodesic curvature.

A particular example of the situation in Figure 4.11 is obtained by intersecting
the surface with a plane that contains the tangent line and have the angle� with
the tangent plane atP 2 M . If � D �=2 then we intersect the surface with a
plane containing the surface normal, we call this anormal section. The geodesic
curvature atP is then zero and the normal curvature satisfies�n D ��.

Definition 4.20. Thesecond fundamental formis a quadratic form on the tangent
spaceTP M . If v D aru C br v is a tangent vector then it is given by

II.v/ D La2 C 2MabC Nb2: (4.20)

So L, M , andN are the coefficients of the second fundamental form with respect
to the basisru; r v.

As we saw above it makes sense to talk about the normal curvature in a direction
at a given point on a regular surface.

Theorem 4.21.Letv 2 TP M be a tangent vector of a regular surface. The normal
curvature at P2 M in the directionv is the ratio between the second and first
fundamental form:

�n D II.v/
I.v/ (4.21)

Proof. Let x.t/ D r
�
u.t/; v.t/� be a curve onM . The velocity isv D du

dt ruC dv
dt r v,

and ifs denotes the arc length the unit tangent vector is

t D du

ds
ru C dv

ds
r v D �du

dt

��ds
dt

� ru C �dv
dt

��ds
dt

� r v:
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The normal curvature is

�n D L

�
du

dt

. ds

dt

�2 C 2M

�
du

dt

. ds

dt

��
dv
dt

. ds

dt

�C N

�
dv
dt

. ds

dt

�2

D L
�du

dt

�2 C 2M du
dt

dv
dt C N

�dv
dt

�2�ds
dt

�2
D L

�du
dt

�2 C 2M du
dt

dv
dt C N

�dv
dt

�2
E
�du

dt

�2 C 2F du
dt

dv
dt C G

�dv
dt

�2 D II.v/
I.v/ ;

where we have used thatds
dt is the length of the velocity vector which squared is

given by the first fundamental form.

In the literature you will often find the the following form:

�n ds2 D L du2 C 2M du dv C N dv2:
If we as before interpret ds as the length of a tangent vector and.du; dv/ as coor-
dinates for the tangent vector then this equivalent to (4.21).

Example 4.7 Consider the coordinate patchrC on the sphere given by (4.1). We find that

rCuu D �
4u.u2 � 3v2 � 3/; 4v.3u2 � v2 � 1/; 4.1C v2 � 3u2/��

1C u2 C v2
�3 ;

rCuv D �
4v.3u2 � v2 � 1/; 4u.3v2 � u2 � 1/;�16uv��

1C u2 C v2
�3 ;

rCvv D �
4u.3v2 � u2 � 1/; 4v.v2 � 3u2 � 3/; 4.1C u2 � 3v2/��

1C u2 C v2
�3 :

By taking the inner product withN, see Example 4.4, we obtain

L D rCuu � N D 4�
1C u2 C v2

�2 ; M D rCuv � N D 0; N D rCvv � N D 4�
1C u2 C v2

�2 :
If we compare with Example 4.5 we see that IID I and hence�n D II .v/=I.v/ D 1 at any
point and in any directionv on the sphere.

As the first and second fundamental form both are quadratic forms on the tangent
space they behave similar under a change of local coordinates. If.u; v/ and.s; t/
are two set of local coordinates related by an allowable change of coordinates
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andL1;M1; N1 andL2;M2; N2 are the corresponding coefficients of the second
fundamental form then�

L1 M1

M1 N1

� D � @s@u
@t@u@s@v @t@v
� �

L2 M2

M2 N2

� � @s@u
@s@v@s@u
@t@v :
�

(4.22)

From linear algebra we know that there exists an orthonormal basis that diagonal-
ize a given quadratic form. We formulate it as follows:

Theorem 4.22 (Euler). Let M be a regular surface and let P2 M. There exists
numbers�1 and�2, and an orthonormal basise1; e2 for the tangent space TP M
such that the second fundamental form is given by

II.ae1 C be2/ D �1a2 C �2b2:
Equivalently, the normal curvature in the directioncos� e1 C sin� e2 is

�n D �1 cos2 � C �2 sin2 � (4.23)

The numbers�1 and�2 are called theprincipal curvaturesand the directions given
by e1 ande2 are called theprincipal directions. Before we describe how to deter-
mine the principal curvatures and the principal directions we note some immediate
consequences of Theorem 4.22.

Corollary 4.23. The two principal curvatures are the minimum value and maxi-
mum value of the normal curvature. Any value between the two principal curva-
tures is the normal curvature for some direction.

If �1 D �2 then the normal curvature is the same in all directions, any orthonor-
mal basis will diagonalize the second fundamental form and all directions are
principal.

The following theorem tells how to determine the principal curvatures and the
principal directions.

Theorem 4.24.Let P 2 M be a point on a regular surface, let�1 and�2 be the
principal curvatures at P, and letei D ai ruCbi r v, i D 1; 2, be the corresponding
principal directions. They are determined by the following matrix equations:�

L M
M N

� �
ai

bi

� D �i

�
E F
F G

� �
ai

bi

� ; i D 1; 2:
The principal curvatures�1 and �2 are in particular the roots of the quadratic
equation

det

��
L M
M N

�� � �E F
F G

�� D 0:



104 CHAPTER 4. DIFFERENTIAL GEOMETRY OF SURFACES

When�i is known the corresponding principal directionei D ai ru C bi r v is de-
termined by the matrix equation��

L M
M N

�� �i

�
E F
F G

���
ai

bi

� D �
0
0

� :
Proof. The first and the last matrix equation are equivalent, and there is a non
trivial solution to the latter if and only if�i is a solution to the middle equation.
I.e., we only have to prove the first statement.

There exists a unique symmetric linear mapf V TP M ! TP M such that II.v/ D
v� f .v/ for all v 2 TP M , and the quadratic form II is diagonalized by diagonalizing
f . So the principal curvatures and principal directions are the eigenvalues and
eigenvectors forf , i.e., they are determined by the equationsf .ei / D �i ei .

Define the matrices

I D �
E F
F G

� ; II D �
L M
M N

� ; and ei D �
ai

bi

� ; i D 1; 2;
and recall that ifv andw are the coordinate matrices for two vectorsv;w 2 TP M

with respect to the basisru; r v then the inner product is given byv � w D vT I w.

If F denotes the matrix forf with respect to the basisru and r v then we havevT II v D vT I F v for all 2� 1 matricesv. Thus IID I F andF D I�1II . Hence

f .ei / D �i ei () F ei D �i ei () I�1II ei D �i ei () II ei D �i I ei :
Corollary 4.25. At a point P with FD M D 0, the principal curvatures and
principal directions are given by

�1 D L

E
; e1 D rup

E
; �2 D N

G
; e2 D r vp

G
:

Proof. When F D M D 0 the matrix equation for the principal curvatures and
principal directions becomes�

L � �i E 0
0 N � �i N

� �
ai

bi

� D �
0
0

� ;
and we see immediately that the solution is as claimed.

Definition 4.26. Let P 2 M be a point on a regular surface and let�1 and�2 be
the principal curvatures atP. The Gaussian curvature K.P/ of M at P is the
product of the principal curvatures:

K .P/ D �1�2: (4.24)
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Themean curvature H.P/ of M at P is the mean value of the principal curvatures:

H.P/ D �1 C �2

2
: (4.25)

The sign of the Gaussian curvature is used to classify point on a surface.

Definition 4.27. Let P 2 M be a point on a regular surface, and letK .P/ and
H.P/ be the Gaussian and mean curvature atP. The point is called

� elliptic if K .P/ > 0, i.e., the principal curvatures have the same sign.

� hyperbolicif K .P/ < 0, i.e., the principal curvatures have different signs.

� parabolic if K .P/ D 0 andH.P/ 6D 0, i.e., exactly one principal curvature
is zero.

� planar if K .P/ D H.P/ D 0, i.e., both principal curvatures are zero.

At an elliptic points the normal curvature has the same sign in all directions so
the surface curves in all directions either towardsN or away fromN, locally it
looks like a bowl and is on one side of the tangent plane. At a hyperbolic points
one principal curvature is negative and one is positive. In the direction of the
negative principal curvature the surface curves away fromN and orthogonal to
this direction it curves towardsN, locally it looks like a saddle. Furthermore there
are two directions where the normal curvature is zero, such a direction is called
anasymptotic direction.

An umbilical pointis a point with�1 D �2. As .�1��2/2 D .�1C�2/2�4�1�2 D
4.H2 � K / a point is an umbilical point if and only ifH2 � K D 0.

Example 4.8 Consider the torus

r .u; v/ D �.2C cosu/ cosv; .2C cosu/ sinv; sinu
�;

we calculate

ru.u; v/ D �� sinu cosv;� sinu sinv; cosu
�

r v.u; v/ D ��.2C cosu/ sinv; .2C cosu/ cosv; 0
�;

E.u; v/ D ru � ru D 1;
F.u; v/ D ru � r v D 0;
G.u; v/ D r v � r v D .2C cosu/2;



106 CHAPTER 4. DIFFERENTIAL GEOMETRY OF SURFACES

u
r

z

parabolic points

parabolic points

elliptic pointshyperbolic points

Figure 4.12: The classification of points on the torus.

ru � r v D ��.2C cosu/ cosu cosv;�.2C cosu/ cosu sinv;�.2C cosu/ sinv�;jru � r vj D p
EG� F2 D 2C cosu;

N.u; v/ D ru � r vjru � r vj D �� cosu cosv;� cosu sinv;� sinv�;
ruu.u; v/ D �� cosu cosv;� cosu sinv;� sinv�;
ruv.u; v/ D �

sinu sinv;� sinu cosv; 0
�;

r vv.u; v/ D ��.2C cosu/ cosv;�.2C cosu/ sinv; 0
�;

L.u; v/ D ruu � N D 1;
M.u; v/ D ruv � N D 0;
N.u; v/ D r vv � N D .2C cosu/ cosu:

We see that we are in the situation of Corollary 4.25, withF D M D 0. So the principal
directions are the parameter directions and principal curvatures are�1 D L=E D 1 and�2 D N=G D cosu=.2C cosu/. The Gauss curvature isK .u; v/ D cosu=.2C cosu/
and the mean curvature isH.u; v/ D .1C cosu/=.2C cosu/. We have elliptic points
for ��=2 < u < �=2, hyperbolic points for�=2 < u < 3�=2, and parabolic points for
u D ��=2, see Figure 4.12.

We can determine the Gaussian and mean curvature without calculating the prin-
cipal curvatures

Proposition 4.28. Let P be a point on a regular surface M and let E; F;G and
L ;M; N be the coefficients of the first and second fundamental form at P in some
coordinate patch. The Gaussian and mean curvature are given by

K .P/ D L N � M2

EG� F2

H.P/ D GL � 2F M C E N

2.EG� F2/
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furthermore, the principal curvatures are

�i D H.P/�pH.P/2 � K .P/
Proof. With the notation from the proof of Theorem 4.24 we have

K .P/ D �1�2 D det
�
F
� D det

�
I�1II

� D det
�
II
�

det
�
I
� D L N � M2

EG� F2
:

To find H.P/ we need the matrixF .

F D I�1II D 1

EG� F2

�
G �F�F E

� �
L M
M N

�
D 1

EG� F2

�
GL � F M GM � F N�F L C E M �F M C E N

� :
Thus

H.P/ D �1 C �2

2
D 1

2
trace

�
F
�

D 1

2
trace

�
1

EG� F2

�
GL � F M GM � F N�F L C E M �F M C E N

��
D GL � 2F M C E N

2.EG� F2/ :
Finally,

.�1 � �/.�2 � �/ D �2 � .�1 C �2/�C �1�2 D �2 � 2H.P/�C K .P/;
and the roots of�2 � 2H.P/�C K .P/ are as stated.

We saw in Theorem 4.19 that we locally can write the surface as a graph of a
function defined on the tangent space. We also saw that the first order term of this
function vanishes. As we are about to see the second order term is essentially the
second fundamental form of the surface.

Proposition 4.29. Let P 2 M be a point on a regular surface, letr V U ! M
be a coordinate patch around P and let L;M; N be the coefficients of the second
fundamental form calculated in this coordinate patch. Letv1; v2 be a basis for
TP M and parametrize the surface as

er.s; t/ D P C sv1 C tv2 C f .s; t/N.P/:
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If v1 D ru andv2 D r v then

f .s; t/ D L.P/s2 C 2M.P/stC N.P/t2 C o
�
s2 C t2�:

If v1; v2 is an orthonormal basis in the principal directions then

f .s; t/ D �1.P/s2 C �2.P/t2 C o
�
s2 C t2�;

where�1 and�2 are the principal curvatures.

Proof. For .s; t/ D .0; 0/, i.e., at the pointP we haveers.0; 0/ D v1 C fs.0; 0/N D v1; er t.0; 0/ D v2 C ft.0; 0/N D v2:
anderss.0; 0/ D fss.0; 0/N; erst.0; 0/ D fst.0; 0/N; er t t.0; 0/ D ft t.0; 0/N:
We see that if use the coordinate patcher then the basis forTP M is v1; v2 and the
coefficients of the second fundamental form onTP M with respect to this basis iseL Derss�N D fss.0; 0/; eM Derst�N D fst.0; 0/; eN Der t t �N D ft t.0; 0/:
As f .0; 0/ D fs.0; 0/ D ft.0; 0/ D 0 the Taylor expansion off is

f .s; t/ D fss.0; 0/t2 C 2 fst.0; 0/stC ft t.0; 0/t2 C o
�
s2 C t2�

D eLt2 C 2eMstC eNt2 C o
�
s2 C t2�:

Now we only have to note that the coefficients of the second fundamental form on
TP M with respect to the basisru; r v are L.P/;M.P/; N.P/ and that the coef-
ficients of the second fundamental form onTP M with respect to an orthonormal
basis in the principal directions are�1.P/; 0; �2.P/.
If we replace the functionf above with second order term off then we obtain
a paraboloid, called theosculating paraboloid, which has second order contact
with M at P. If we intersect the osculating paraboloid with a plane parallel to the
tangent plane then we obtain a conic section which� at an elliptic point is an ellipse, a point (P), or empty.

� at a hyperbolic point is a hyperbola (with asymptotes in the asymptotic di-
rection) or two intersecting lines (throughP in the tangent plane in the
asymptotic directions).

� at a parabolic point is two lines (parallel with the asymptotic direction), one
line (throughP in the tangent plane in the asymptotic direction), or empty.

� at a planer point is the tangent plane or empty.

TheDupin indicatrix is the union of the intersection with the two planes that have
distance one to the tangent plane.
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Problems

4.4.1 Find the coefficients of the second fundamental form for the cylinder, cf. Prob-
lem 4.2.7. Determine the Gaussian curvature, the mean curvature and the principal
curvatures and directions.

4.4.2 Find the coefficients of the second fundamental form for the helicoid, cf. Prob-
lem 4.2.8. Determine the Gaussian curvature, the mean curvature and the principal
curvatures and directions.

4.4.3 Find the coefficients of the second fundamental form for the graph of a function,
cf. Problem 4.2.9. Determine the Gaussian curvature, the mean curvature and the
principal curvatures and directions.

4.4.4 Find the coefficients of the second fundamental form for a surface of revolution,
cf. Problem 4.2.14. Determine the Gaussian curvature, the mean curvature and the
principal curvatures and directions.

4.4.5 Find the coefficients of the second fundamental form for a ruled surface, cf. Prob-
lem 4.2.16. Determine the Gaussian curvature, the mean curvature and the principal
curvatures and directions.





Chapter 5

Rational Curves and Surfaces

5.1 Projective geometry

The fastest way of defining a rational Bézier or B-spline curve inR
d is probably

as acentral projectionof a polynomial curve inRdC1. The study of central pro-
jections started in the Renaissance when the artists started to use true perspective,
see Figure 5.1. In a central projection any line through the centre (the eye point)
is mapped to a single point in the image plane, every plane through the centre
is mapped to a single line, and we arrive in a natural way to the concept of a
projective space.

Thed-dimensionalprojective spaceRPd consists of all 1-dimensional subspaces
ofRdC1, i.e., if Tx1; : : : ; xdC1U denotes the 1-dimensional subspace ofR

dC1 spanned
by .x1; : : : ; xdC1/ 6D .0; : : : ; 0/, then

RP
d D �Tx1; : : : ; xdC1U �� .x1; : : : ; xdC1/ 6D 0

	: (5.1)

In other words, an element (a point) of the projective space is a line through
0 in RdC1, and we can specify such a point by itshomogeneous coordinatesTx1; : : : ; xdC1U. Homogeneous coordinates are not unique, if� 6D 0 then the ho-
mogeneous coordinatesTx1; : : : ; xdC1U andT�x1; : : : ; �xdC1U represents the same
point in projective space.

Consider a plane inRdC1 not through0. A line through0 is either parallel to the
plane or it intersects it in a unique point. By choosing a suitable basis we can
assume the plane is given byxdC1 D 1, and we have the standard embedding
R

d ,! RP
d: .x1; : : : ; xd/ 7! Tx1; : : : ; xd; 1U (5.2)

111
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Figure 5.1: Albrecht Dürer,Artist Drawing a Lute, woodcut fromUnterweysung der
Messung mit dem Zyrkel und Rychtscheyd, 1525 (The Metropolitan Museum of Art, Harris
Brisbane Dick Fund, 1941).

and the opposite map
�Tx1; : : : ; xdC1U 2 RPd

�� xdC1 6D 0
	! R

d:

Tx1; : : : ; xdC1U 7! �
x1

xdC1
; : : : ; xd

xdC1

�
(5.3)

Points inRPd with xdC1 D 0 can be considered aspoints at infinityin Rd and
they can be identified with a non-oriented direction inRd (they are lines inRdC1

parallel toRd). Considered projectively, two parallel lines inRd are two planes in
R

dC1 that intersect in a line parallel to the two given lines, i.e., two parallel lines
intersects at the point at infinity given by the common direction of the two lines.

A d-dimensional subspace inRdC1 is given by an equation

a1x1 C � � � C adC1xdC1 D 0;
with aD .a1; : : : ; adC1/ 6D 0. Another set of coefficientsb D .b1; : : : ; bdC1/ 6D 0
gives the same subspace if and only if there is a� 6D 0 such thatb D �a. So the
space ofd-dimensional subspaces “is the same” as the space of 1-dimensional
subspaces. In other words we can consider an element ofRP

2 as either a point
or a line, and we can consider an element ofRP

3 as either a point or a plane,
this is referred to asduality. Thus, any statement in projective geometry has two
interpretations, see Table 5.1 and 5.2.
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Concept/result Dual concept/result
Point Line
Line Point
All points on a line All lines through a point
All lines through a point All points on a line
Two distinct points lie on exactly one
line

Two distinct lines intersects in ex-
actly one point

Two distinct lines intersects in ex-
actly one point

Two distinct points lie on exactly one
line

Two points with homogeneous coor-
dinatesTaU and TbU span a line with
coordinatesTa� bU.

Two lines with homogeneous coordi-
natesTAU andTBU intersect in a point
with coordinatesTA � BU.

Table 5.1: The duality of the projective plane.

Concept/result Dual concept/result
Point Plane
Line Line
Plane Point
All points on a line All planes through a line
All lines through a point All lines in a plane
All points on a plane All planes through a point
All planes through a point All points on a plane
Two distinct points lie on exactly one
line

Two distinct planes intersects in ex-
actly one line

Two distinct planes intersects in ex-
actly one line

Two distinct points lie on exactly one
line

A line and a point not on the line lie
on exactly one plane.

A line and a plane not containing the
line intersects in exactly one point

A line and a plane not containing the
line intersects in exactly one point

A line and a point not on the line lie
on exactly one plane.

Table 5.2: The duality of the projective three space.
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0 pp�
a

1
a

Figure 5.2: A pointp and its dual linep�.
More precisely we have the following description

Theorem 5.1. In RP2 we have the following relation between a point p and its
dual line p�, see Figure 5.2

1. If a point p2 R2 � RP2 has distance a6D 0 to 0D .0; 0/, then the dual line
p� has distance1a to 0, the line through0 and p intersects p� orthogonally
and0 is between p and p�.

2. In particular, if pD .a; 0/, then p� is the line x1 D � 1
a .

3. If p D 0, then p� is the line at infinity.

4. If p is a point at infinity, then p� is the line through0 orthogonal to the
direction corresponding to p.

Proof. If p D .a; 0/, then it has homogeneous coordinatesTa; 0; 1U and the cor-
responding line is the intersection between the planeax1C x3 D 0 with the plane
x3 D 1, i.e., it’s the line with the equationax1 C 1 D 0. The general case can by
a rotation inR2 always been brought to the previous situation.

If p D .0; 0/ then the dual line has the equationx3 D 0, i.e., it’s the line at infinity.

If p is a point at infinity corresponding to the direction.a1; a2/ in R2 then it has
homogeneous coordinatesTa1; a2; 0U, and the dual line has the equationa1x1 C
a2x2 D 0, i.e., it’s a line through0 orthogonal to.a1; a2/.
Theorem 5.2. In RP3 we have the following relation between a point p and its
dual plane p�, see Figure 5.3.

1. If a point p 2 R3 � RP
3 has distance a6D 0 to 0 D .0; 0; 0/, then the

dual plane p� has distance1
a to 0, the line through0 and p intersects p�

orthogonally and0 is between p and p�.

2. In particular, if pD .a; 0; 0/, then p� is the plane x1 D � 1
a .
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3. If p D 0, then p� is the plane at infinity.

4. If p is a point at infinity, then p� is the plane through0 orthogonal to the
direction corresponding to p.

We have the following relation between a line l and its dual line l�:

1. If a line l in R3 � RP
3 has distance a6D 0 to 0 D .0; 0; 0/, then the

dual line l� has distance1
a to 0, the line through0 orthogonal to l is also

orthogonal to l� and0 is between l and l�.

2. In particular, if l is the line t 7! .a; 0; 0/ C t .0; 1; 0/, then l� is the line
t 7! .�1

a; 0; 0/C t .0; 0; 1/.
3. If l is a line through0 then l� is the line at infinity consisting of all directions

orthogonal to l.

Proof. The relations between a point and its dual plane is proven just as in the
case of points and lines inRP2.

If l can be parametrized ast 7! .a; 0; 0/ C t .0; 1; 0/ thenl is spanned by points
with homogeneous coordinatesTa; 0; 0; 1U and T0; 1; 0; 0U the dual planes have
equationsax1 C 1 D 0 andx2 D 0 respectively and their intersection which isl �
can be parametrized ast 7! .�1

a; 0; 0/C t .0; 0; 1/. The general case can always
bee brought to the previous situation by a suitable rotation inR

3.

If l is a line through0, then we assume that it can be parametrized ast 7! .0; 0; t/
and hence that it is spanned by points with homogeneous coordinatesT0; 0; 0; 1U
andT0; 0; 1; 0U, the dual planes have equationsx4 D 0 andx3 D 0 respectively
and their intersection which isl � is the intersection of thex1; x2-plane with the
plane at infinity. It is the line at infinity in thex1; x2-plane, i.e., it consists of all
directions in thex1; x2-plane.

A regular linear transformation ofRdC1 maps a subspace to a subspace of the same
dimension, so it induces in particular a transformation of the projective spaceRP

d,
such a transformation is called aprojective transformation. In other words a pro-
jective transformation is a linear transformation of the homogeneous coordinates.
OnR2 � RP2 we have

.x; y/ D Tx; y; 1U 7! Ta11xCa12yCa13; a21xCa22yCa23; a31xCa32yCa33U
D �

a11x C a12yC a13

a31x C a32yC a33
; a21x C a22yC a23

a31x C a32yC a33
; 1�

D �
a11x C a12yC a13

a31x C a32yC a33
; a21x C a22yC a23

a31x C a32yC a33

�
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0
p

lp� l �
a

1
a

Figure 5.3: A pointp and the dual planep�, and a linel and the dual linel �.
Note that ifa31 D a32 D 0 anda33 D 1 then we have an affine transformation
of R2. The case ofRP3 or in generalRPd is similar. So just as an affine trans-
formation is given by polynomials of degree one in the Cartesian coordinates, a
projective transformation is given by rational functions of degree one in the Carte-
sian coordinates. Similarly, if we have two different bases inR

dC1, and hence two
different standard embeddings ofRd in RPd, then the transformation between the
two sets of Cartesian coordinates of a point inRPd is given by rational functions
of degree one.

Affine transformations don’t preserves length, but they do preserve ratios on a line.
Projective transformations preserve neither lengths nor ratios, see Figure 5.4.

Figure 5.4: Ratios are preserved by a parallel projection, but in generalnot by a central
projection.

The ratio of three pointsa; p; b on a line is given by

ratio.a; p; b/ D d.a; p/
d.p; b/ (5.4)
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whered.a; p/ denotes thedirectedEuclidean distancea to p, d.p; b/ denotes the
directed Euclidean distancep to b, and we have used thesameEuclidean structure
and thesamedirection on the line in the numerator and the denominator.

In projective geometry the so calledcross ratio is a well defined concept. The
cross ratio of four pointsa; p; q; b on a line is defined as

cr.a; b; c; d/ D ratio.a; p; b/
ratio.a; q; b/ D d.a; p/

d.p; b/
�

d.a; q/
d.q; b/ D d.a; p/d.q; b/

d.p; b/d.a; q/ (5.5)

If c is the centre of a projection and if the area of the triangle with vertices

c

a
p

q
b

a0 p0
q0

b0

� �  h

Figure 5.5: The cross ratio of four points depends only on the angles�, �,  , see (5.6), so
it is preserved by a central projection.

A; B;C is denoted4.A; B;C/ then with the notation of Figure 5.5 we have eg.
24.a; p; c/ D h � d.a; p/, and hence

cr.a; b; c; d/ D d.a; p/
d.p; b/

�
d.a; q/
d.q; b/ D 4.a; p; c/4.p; b; c/

� 4.a; q; c/4.p; q; c/
D lal p sin�

l plb sin.� C  /
�

lalq sin.� C �/
lqlb sin D sin� sin

sin.� C  / sin.� C �/: (5.6)

So just as anaffine embeddingR ,! R
d is determined by its value on two points,

aprojective embeddingRP1 ,! RP
d is determined uniquely by its value on three

points. Suppose we have three pointsa; q; b on a line inRPd, and seek a rational
function f V R ,! RP

d with f .0/ D a, f
�1

2

� D q, and f .1/ D b, thenp D f .t/
is determined by the invariance of the cross ratio, i.e., we have cr.a; p; q; b/ D
cr
�
0; t; 1

2; 1�, or

d.a; p/d.q; b/
d.p; b/d.a; q/ D .t � 0/�1� 1

2

�
.1� t/�1

2 � 0
� D t

1� t
:
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We can solve forp and obtain

f .t/ D p D .1� t/d.q; b/aC td.a; q/b.1� t/d.q; b/C td.a; q/ : (5.7)

Observe that this is an affine combination ofa andb and if t 2 T0; 1U andq is
betweena andb (with respect to Cartesian coordinates) then we have a convex
combination ofa and b. As a special case we can consider rational functions
f V R ,! RP

1 with f .0/ D 0, f
�1

2

� D �, and f .1/ D 1 then we have

f�.t/ D .1� t/.1� �/0C t .� � 0/1.1� t/.1� �/C t .� � 0/ D t�.1� t/.1� �/C t� : (5.8)

For each� 2U0; 1T this gives a rational reparametrization of the intervalT0; 1U.
Problems

5.1.1 Consider the standard embeddingR2 � RP2, and find the dual lines of the points.1; 0/, .2; 0/, .0; 1=2/, .1; 1/, and.1; 2/.
5.1.2 Consider the standard embeddingR3 � RP3, and find the dual planes of the points.1; 0; 0/, .0; 2; 0/, .0; 0; 1=2/, .1; 1; 1/, and.1; 2; 0/.
5.1.3 Consider the standard embeddingR3 � RP

3, and find the dual lines of the lines
t 7! .1; 0; t/, t 7! .t; 2; t/, t 7! .t; .1 � t/=2; t/, t 7! .1 C t; 1; 1 C t/, and
t 7! .t; 2; 2/.

5.1.4 Prove (5.7). Hint: introduce a coordinate on the line througha andb.

5.2 Rational Bézier and B-spline curves

Let us first look at the example in Figure 5.6. The line through the points.0; 1/ and.t; 0/ can be parametrized as.x; y/ D .u t; 1�u/, if we insert this in the equation
of the unit circlex2 C y2 D 1 then we obtain the equationu2.1C t2/ � 2u D 0
the two solutions to this equation isu D 0 (the centrec of the projection) and
u D 2t

1Ct2 substituted back into the parametrization of the line we obtain the point
of intersection .x; y/ D �

2t

t2 C 1
; t2 � 1

t2 C 1

� : (5.9)

This is a rational parametrization of (part of) the circle. If we consider it as a
curve in the projective space then we can specify homogeneous coordinates that
are polynomials in the parametert :

Tx; y; zU D T2t; t2 � 1; t2 C 1U: (5.10)
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c D .0; 1/

.t; 0/ .x; y/ D �
2t

t2C1
; t2�1

t2C1

�

Figure 5.6: Stereographic projections from the unit-circle to the real axis.

We will now find the three Bézier control points for this quadratic curve inR
2C1.

Polynomial Polar form evaluated in
(0,0) (0,1) (1,1)

x=2t t1 C t2 0 1 2
y=t2 � 1 t1t2 � 1 -1 -1 0
z=t2 C 1 t1t2 C 1 1 1 2

We see that it has control points that in homogeneous coordinates areT0;�1; 1U,T1;�1; 1U, andT2; 0; 2U. If we project into the planez D 1 then we obtain the
Cartesian control pointsb0 D .0;�1/, b1 D .1;�1/, andb3 D .1; 0/. The z-
coordinates of the homogeneous control points are called theweightsso in the
example the weights are!0 D 1,!1 D 1, and!2 D 2.

Definition 5.3. A rational Bézier curve with control pointsb0; : : : ; bn 2 Rd and
weights!0; : : : ; !n 2 R is given by

r.t/ D Pn
iD0!i bi Bn

i .t/Pn
iD0!i Bn

i .t/ ; t 2 T0; 1U: (5.11)

I.e., it is the central projection of the Bézier curve inRdC1 with control points!0.b0; 1/; : : : ; !n.bn; 1/.
In exactly the same manner we have

Definition 5.4. A rational B-spline curve of degreen with knot sequencet, control
pointsd1; : : : ; dnCN 2 Rd and weights!1; : : : ; !nCN 2 R is given by

r.t/ D PnCN
iD1 !i di Nn

i .t jt/PnCN
iD1 !i Nn

i .t jt/ ; t 2 Ttn; tnCNU: (5.12)
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I.e., it is the central projection of the B-spline curve inRdC1 of degreen with knot
sequencet and control points!1.d1; 1/; : : : ; !nCN.dnCN; 1/.
A rational Bézier (or a B-spline) curve can be evaluated by evaluating the numer-
ator and the denominator separately and dividing through. In [8] it is claimed that
it is more stable to find the projection of the intermediate control points. In the
case of de Casteljau’s algorithm we obtain the following generalized de Casteljau
algorithm: Fork D 0; : : : ; n do

!0
k.t/ D !k;

b0
k.t/ D bk;

for l D 1; : : : ; n andk D 0; : : : ; n� l do

!l
k.t/ D .1� t/!l�1

k .t/C t!l�1
kC1.t/;

bl
k.t/ D .1� t/!l�1

k .t/!l
k.t/ bl�1

k .t/C t
!l�1

kC1.t/!l
k.t/ bl�1

kC1.t/:
If all the weights are positive, then we see that we keep taking convex combina-
tions so rational Bézier curves with positive weights have the convex hull property.
By considering the intermediate control points in the de Boor algorithm it is seen
that rational B-spline curves with positive weights have the strong convex hull
property.It can also be shown that the variation diminishing property holds for
rational Bézier and B-spline curves with positive weights.

Multiplying all weights with a common factor obviously has no effect at all on
the curve, the common factor becomes a factor in both the numerator and the
denominator and it cancels out. There are other changes of the weights that leaves
the abstract curve unchanged. They stem fromrational linear parameter changes
(Möbius transformations). The latter are given by (5.8) and if we substitute this
into .1� t/n�i t i then we obtain

�
1� f�.t/�n�i �

f�.t/�i D �.1� t/.1� �/�n�i .t�/i�.1� t/.1� �/C t��n
D �

1� �.1� t/.1� �/C t�
�n� �

1� �
�i .1� t/n�i t i :

So if we substitute (5.8) into (5.11) we get

r
�

f�.t/� D Pn
iD0!i bi

� �
1�� �i Bn

i .t/Pn
iD0!i

� �
1�� �i Bn

i .t/ D Pn
iD0b!i bi Bn

i .t/Pn
iD0b!i Bn

i .t/ ;
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whereb!i D � �
1�� �i!i . If !0 6D 0 then we can multiply all weights 1=!0 and

obtain!0 D 1. We can then reparametrize as above with
� �

1�� �n D 1=!n, i.e.,

with � D 1
1C np!n

, and obtain!0 D !n D 1. In a similar manner we can always
obtain!1 D !nCN D 1 for a rational B-spline curve. When the first and last
weight is one we say that the rational curve is instandard form.

Both de Casteljau’s and de Boor’s algorithm repeatedly interpolate between two
points, the end points of the line segment, and the weights on the two points
determine how the interpolation takes place. The weights are necessary because
we use ratios in the interpolation. Alternatively we could specify the image of a
certain parameter value, say1

2, on the line, and then use cross ratios to calculate
the image of any other parameter value, see Figure 5.7. The mid point (line) is

0

xdC1

xdC1 D 1
b1 b2

T!1b1; !1U T!2b2; !2U

T!1b1 C !2b2; !1 C !2UT!01b1; !01U
T!02b2; !02U

f
f0

Figure 5.7: We interpolate between two projective pointsb1 andb2, i.e., lines, by choosing
a point (not0) on each line and then interpolate between these two points. The weight tells
us what point to chose. Alternatively we can specify the weight point (the “mid point”)f
of the interpolation. The weight point determines the weights up to a common factor.

spanned byT!1b1 C !2b2; !1 C !2U, i.e., its Cartesian coordinates are given by

f D !1b1 C !2b2!1 C !2
; (5.13)

observe that if the weights are positive then the “mid point” is between the end-
points. These auxiliary points are also calledweight pointsor Farin points, and
they can be used as control handles for the weights. Instead of specifying the
weights as numbers the designer can slide the weight points back and forth on the
legs of the control polygon. They can also be used to define theprojectively in-
variant de Casteljau algorithm. Consider Figure 5.8, we are given control points
b1, b2, andb3, and weight pointsf2 andf3. There exist weights!1, !2, and!3
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b1

b2

b3

f2

f3
b1

1

b1
2f1

2

a

Figure 5.8: Let a be the intersection between the linesb1f3 and b1
1b3. As

cr.b1; b1
1; f2; b2/ D cr.b2; b1

2; f3; b3/ the pointsb2, f1
2, anda are collinear.

such thatfi D !i�1bi�1C!i bi!i�1C!i
. A step in the de Casteljau’s algorithm gives us new

control points

b1
1.t/ D .1� t/!1b1 C t!2b2.1� t/!1 C t!2

;
b1

2.t/ D .1� t/!2b2 C t!3b3.1� t/!2 C t!3
;

and new weights

!1
1.t/ D .1� t/!1 C t!2;!1
2.t/ D .1� t/!2 C t!3:

The new weight point is given by

f1
2.t/ D !1

1.t/b1
1.t/C !1

2.t/b1
2.t/!1

1.t/C !1
2.t/D .1� t/!1b1 C t!2b2 C .1� t/!2b2 C t!3b3.1� t/!1 C t!2 C .1� t/!2 C t!3D .1� t/.!1b1 C !2b2/C t .!2b2 C !3b3/.1� t/.!1 C !2/C t .!2 C !3/D .1� t/.!1 C !2/f2 C t .!2 C !3/f3.1� t/.!1 C !2/C t .!2 C !3/ :

And we see that it is the intersection between the lines spanned by the old weight
points and the new control points respectively. Ift D 1

2 then the new control
points are the weight points and we can’t do the intersection. Instead we can find
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the new weight point as another intersection, cf. Figure 5.8. We now have a purely
geometric construction. The new control points are found by the invariance of
cross ratios, and the new weight points are found by the intersection of two lines.
So the whole construction is projectively invariant.

Problems

5.2.1 Find the standard form of the curve (5.9).

5.2.2 Let b.t/ D Pn
iD0!i bi Bn

i .t/ and!.t/ D Pn
iD0!i Bn

i .t/, and consider the rational
Bézier curver .t/ D b.t/=!.t/. Prove that

r 0 D b0 � !0r! and r 00 D b00 � 2!0r 0 � !00r! :
5.2.3 Consider Figure 5.8. Prove that the pointsb2, f1

2, anda are collinear.

5.3 Dual curves

A curve r.t/ in RP2 can be considered as a normal curve giving points in the
plane, but by duality equally well as a one-parameter family of lines in the plane.
The envelopeof such a family of lines in the plane is a curve such that every
line in the family is a tangent to the curve. The point where the liner.t/ touches
the curve is the intersection between the linesr.t/ and r 0.t/, i.e., it is given as
c.t/ D r.t/� r 0.t/ in homogeneous coordinates.

As an example we can take the curve (5.10) (a quarter circle), see Figure 5.9

r.t/ D T2t; t2 � 1; t2 C 1U;
r 0.t/ D T2; 2t; 2tU;
c.t/ D r.t/� r 0.t/ D T�4t; 2� 2t2; 2C 2t2U D 2T�2t; 1� t2; 1C t2U:

Observe that even thoughr has degree 2 andr 0 has degree 1, the cross product has
only degree 2. This is not a coincident, cf. Problem 5.3.1.

For a curve we know that the two tangent lines at the end points are spanned by the
two pairs of outermost control points. By duality we have that the two end points
of the envelope of a dual curve are the intersection of the two pairs of outermost
control lines.

Observe that if a point has Cartesian coordinates.0; 0/ then it has homogeneous
coordinatesT0; 0; 1U and the orthogonal plane is given byx3 D 0 which is parallel
to the planex3 D 1, i.e., the line dual to the point.0; 0/ is the line at infinity.



124 CHAPTER 5. RATIONAL CURVES AND SURFACES

b0 f1
b1

f2

b2

b�0
b�2 b�1

f�1

f�2

Figure 5.9: Bottom right we have a rational Bézier curve with its control points and weight
points. Top left we have the dual curve with its control lines and weight lines.

Similarly, a curver.t/ in RP3 can by duality be considered as a one parameter
family of planes in space. Theenvelopeof such a family is a surface such that
every plane in the family is a tangent plane of the envelope. The planer.t/ is
tangent to the envelope along the intersection line betweenr.t/ and r 0.t/. This
implies in particular that the envelope is a ruled surface. As the tangent plane
is constant along the rulings it is adevelopablesurface. This gives us a method
to construct and design developable surfaces, see Figure 5.10. Above we got the
rulings as the intersection between the planes dual tor.t/ andr 0.t/. Alternatively
we can take the line spanned byr.t/ andr 0.t/ (the tangent line), then the dual line
is precisely one of the rulings. According to Theorem 5.2 we can find the line
dual to the tangent line in the following way. First we find the point on the tangent
closest to0, which is

c.t/ D r.t/� r.t/ � r 0.t/jr 0.t/j2 r 0.t/
We can now determine a point on the dual line by

c�.t/ D �c.t/jc.t/j2 D .r.t/ � r 0.t//r 0.t/� jr 0.t/j2r.t/jr.t/j2jr 0.t/j2 � .r.t/ � r 0.t//2
As the ruling is orthogonal to both the tangent line and the line fromc.t/ through
0 we can find the direction of the rulings as the cross product

r 0.t/� .r.t/ � r 0.t//r 0.t/� jr 0.t/j2r.t/jr.t/j2jr 0.t/j2 � .r.t/ � r 0.t//2
D jr 0.t/j2jr.t/j2jr 0.t/j2 � .r.t/ � r 0.t//2r.t/� r 0.t/
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b0

b1

b2

b3

f1 f2

f3

Figure 5.10: A curve inR3 � RP3 and the envelope of its dual curve of planes.

Observe that the denominator is the length ofr.u/� r 0.u/. So

q.t/ D r.t/� r 0.t/jr.t/� r 0.t/j D r.t/� r 0.t/jr.t/j2jr 0.t/j2 � .r.t/ � r 0.t//2
is a unit vector in the direction of the rulings. All in all we get the following
parametrization of the envelope of the dual curve of planes:

r�.u; v/ D c�.u/C vq.u/
D .r.u/ � r 0.u//r 0.u/� jr 0.u/j2r.u/C vr.u/� r 0.u/jr.u/j2jr 0.u/j2 � .r.u/ � r 0.u//2 :

As an example take the cubic curve with control points

b0 D .1; 0; 0/; b1 D .1; 1; 0/; b2 D .0; 1; 0/; b3 D �
0; 1; 1

2

�;
and weights!0 D � � � D !3 D 1, or equivalently with weight points

f1 D �
1; 1

2; 0� ; f2 D �1
2; 1; 0� ; f3 D �

0; 1; 1
4

� :
So we have a polynomial curve given by

r.t/ D �
2t3 � 3t2 C 1; t3 � 3t2 C 3t C 1

2t3�
r 0.t/ D �

6t2 � 6t; 3t2 � 6t C 3; 3
2t2�
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We now find

c�.t/ D
2664

�3t6C24t5�53t4C56t3�36t2C16t�4
6t8�36t7C98t6�144t5C137t4�96t3C48t3�16tC4

�9t6C42t5�64t4C48t3�24t2C8t
6t8�36t7C98t6�144t5C137t4�96t3C48t3�16tC4

�6t6C12t5�6t4

6t8�36t7C98t6�144t5C137t4�96t3C48t3�16tC4

3775
and

r.t/� r 0.t/ D 1

2

��3t4 C 6t3; 3t4 � 6t2; 6t4 � 24t3 C 24t2 � 12t C 6
�:

Finally we have the following parametrization of the envelope of the dual curve
of planes:

r�.u; v/ D 1

6u8 � 36u7 C 98u6 � 144u5 C 137u4 � 96u3 C 48u3 � 16uC 4

�
24�3u6 C 24u5 � 53u4 C 56u3 � 36u2 C 16u� 4C v 3

2.�u4 C 2u3/�9u6 C 42u5 � 64u4 C 48u3 � 24u2 C 8uC v 3
2.u4 � 2u2/�6u6 C 12u5 � 6u4 C v3.u4 � 4u3 C 4u2 � 2uC 1/

35

Problems

5.3.1 Show that ifr .t/ is a polynomial curve inR3 of degreen, then the cross product
r .t/� r 0.t/ has at most degree 2n� 2.

5.4 Rational Bézier and B-spline surfaces

The definition of rational surfaces is the same as the definition of rational curves

Definition 5.5. A rational tensor product Bézier surface with control pointsbi ; j 2
R

d and weights!i ; j 2 R, i D 0; : : : ; n, j D 0; : : : ;m is given by

r.u; v/ D Pn
iD0

Pm
jD0!i ; j bi ; j Bn

i .u/Bm
j .v/Pn

iD0
Pm

jD0!i ; j Bn
i .u/Bm

j .v/ .u; v/ 2 T0; 1U2: (5.14)

I.e., it is the central projection of the tensor product Bézier surface inR
dC1 with

control points.!i ; j bi ; j ; !i ; j /.
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Definition 5.6. A rational tensor product B-spline surface of degreen;m with
knot sequencesu andv, control pointsdi ; j 2 Rd and weights!i ; j 2 R, i D
1; : : : ; nC N, j D 1; : : : ;mC M is given by

r.u; v/ D PnCN
iD1

PmCM
jD1 !i ; j di ; j Nn

i .uju/Nm
j .vjv/PnCN

iD1

PmCM
jD1 !i ; j Nn

i .uju/Nm
j .vjv/.u; v/ 2 Tun; unCNU � Tvm; vmCM U: (5.15)

I.e., it is the central projection of the tensor product B-spline surface inR
dC1 of

degreen;m with knot sequencesu andv and control points.!i ; j di ; j ; !i ; j /.
Definition 5.7. A rational triangular Bézier surface of degreen with control points
bi jk 2 Rd and weights!i jk 2 R, i C j C k D n is given by

r.u/ D P
jijDn !ibi Bn

i .u/P
jijDn !i Bn

i .u/ (5.16)

I.e., it is the central projection of the triangular Bézier surface inR
dC1 of degree

n with control points.!ibi; !i/.
The easiest way of treating these surfaces is to evaluate them inR

dC1 and then
project them toRd. As in the case of rational curves, it is possible to have a
projectively invariant construction, using weight points. But from the practical
point of view the importance of weight points is that they can provide a more
intuitive access to the weights. In case of the tensor product surfaces we can place
a weight point on each edge of the control net, see Figure 5.11. But the weight

b1

b2

b3

b4

f14

f12

f34

f23

intersection

Figure 5.11: The weight points of a tensor product surface satisfies a compatibility condi-
tion: The lines between opposite weight points intersect.

points are not independent. With the notation in Figure 5.11 we have

fi j D !i bi C ! j b j!i C ! j
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and hence

.!1 C !2/f12C .!3 C !4/f34!1 C !2 C !3 C !4
D P4

iD1!i biP4
iD1!i

D .!1 C !4/f14C .!2 C !3/f23!1 C !2 C !3 C !4
;

so the lines between opposite weight points intersect. The case of the rational
triangular Bézier surfaces is more satisfying. To each trianglebiCe1biCe2biCe3 in
the control net we have an independent weight point

f i D !iCe1biCe1 C !iCe2biCe2 C !iCe3biCe3!iCe1 C !iCe2 C !iCe3

;
see Figure 5.12. These weight points determines the ratio between neighbouring
weight points, and hence determines all the weight points up to a common factor.

biCe1

biCe2

biCe3

f i

!iCe1 V !iCe3

!
iC

e
1 V !

iC
e

2! iCe2
V ! iCe3

b030

b021

b120

b012

b111

b210

b003

b102

b201

b300
f200

f110

f020

f101

f011

f002

Figure 5.12: Weight points for a triangular Bézier surface.



Chapter 6

Motion Design

6.1 Introduction

In this chapter we will describe the motion of rigid bodies through space. It can
be the motion of a real physical object like (part of) a robot, but it can also be the
motion of a virtual object like a character in a computer game, or the camera in a
virtual world.

A Euclidean motion is composed of a translation and a rotation, i.e., it’s a map
x 7! Ux C v whereU is a special orthogonal matrix. Using homogeneous coor-
dinates it can be written �

x
1

� 7! �
U v
0 1

� �
x
1

� ;
and then the composition of Euclidean motions corresponds to matrix multiplica-
tion. When we want to design, or just describe, a smooth motion, i.e., to specify a
curve in the space of Euclidean motions, then we have to specify the rotationU .t/
and the translationv.t/ as a function of timet . The latter poses no problem it is
just a parametrized curve inR3, but we need to deal with the space of rotations or
equivalently: with the space of special orthogonal 3� 3 matrices.

It turns out that thequaternionsprovide a convenient way of dealing with exactly
the space of rotations.

129
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6.2 Quaternions and rotations

Just as we get the complex numbersC as numbersxC iy wherex; y 2 R andi is
a new number withi 2 D �1, we get the quaternions1

H as numbers

q0 C iq1 C jq2 C kq3;
whereq0; q1; q2; q3 2 R, andi ; j ; k are three new numbers such that

i 2 D j 2 D k2 D �1;
i j D � j i D k; jk D �k j D i ; ki D �ik D j :

For a quaternionq D q0C iq1C jq2Ckq3, thereal partof q is<.q/ D q0 and the
imaginary partof q is=.q/ D iq1C jq2C kq3. Just as for the complex numbers,
conjugationis defined by changing the sign of the imaginary part:

q D q0 C iq1 C jq2 C kq3 D q0 � iq1 � jq2 � kq3; (6.1)

and themodulusor thelengthof a quaternion is defined as

jqj D p
q q D q

q2
0 C q2

1 C q2
2 C q2

3: (6.2)

It is not hard to see that we have the following rules for quaternionsp, q, andr :

pC q D q C p; the commutative law for addition (6.3).pC q/C r D pC .q C r /; the associative law for addition (6.4).pq/r D p.qr/; the associative law for multiplication (6.5)

p .q C r / D p qC p r; the left distributive law (6.6).pC q/ r D p r C q r; the right distributive law (6.7)

q r D r q; (6.8)jq r j D jr j jqj; (6.9)

q�1 D qjqj2 ; (6.10)

<.q/ D q C q

2
; (6.11)

=.q/ D q � q

2
; (6.12)

The commutative law does not hold for multiplication, in generalqr 6D rq! But a
real number commutes with any other quaternion.

1Hamilton 1843
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The rules (6.3)–(6.8) can be shown by direct calculation, but it’s also a conse-
quence of Problem 6.2.5 and the corresponding rules for matrices. The rules
(6.10)–(6.12) is shown by direct calculation, cf. Problem 6.2.4.

If we forget about the multiplication thenH is a real 4-dimensional vector space
with basis 1; i ; j ; k and the purely imaginary quaternions=.H/ form a real 3-
dimensional vector space with basisi ; j ; k. Furthermore (6.2) defines a norm with
the corresponding inner product given byhq; r i D <.q r /, cf. Problem 6.2.2. This
makesH into a Euclidean vector space and the abovementioned basis.i ; j ; k/
becomes orthonormal.

Consider for a fixed quaternionq 2 H n f0g the so calledadjoint map

Ad.q/ V H! H V r 7! q r q�1 D q r qjqj2 : (6.13)

If we considerH as a real vector space then Ad.q/ is linear, cf. Problem 6.2.7.
We have

Ad.q/ r D q r qjqj2 D q r qjqj2 D q r qjqj2 D Ad.q/ r ;
so��Ad.q/ r ��2 D .Ad.q/ r /.Ad.q/ r / D q r qjqj2 q r qjqj2 D q r q qr qjqj4

D q r jqj2 r qjqj4 D q r r qjqj2 D q jr j2 qjqj2 D jr j2 q qjqj2 D jr j2
and we see that Ad.q/ acts as anisometryon H. As a consequence of Prob-
lem 6.2.7 we have

<.Ad.q/ r / D Ad.q/<.r / (6.14)=.Ad.q/ r / D Ad.q/=.r / (6.15)

In particular, Ad.q/maps=.H/ into itself and Problem 6.2.7 shows that Ad.q/j=.H/
has the matrix

1

q2
0 C q2

2 C q2
1 C q2

3

�
24q2

0 C q2
1 � q2

2 � q2
3 2.q1q2 � q0q3/ 2.q1q3 C q0q2/

2.q1q2 C q0q3/ q2
0 � q2

1 C q2
2 � q2

3 2.q2q3 � q0q1/
2.q1q3 � q0q2/ 2.q2q3 C q0q1/ q2

0 � q2
1 � q2

2 C q2
3

35 (6.16)

with respect to the basisi ; j ; k. As Ad.q/ is an isometry and the basisi ; j ; k
is orthonormal, the matrix is orthogonal. The determinant of any orthonormal
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basis is�1 and as the Ad.1/ is the identity, which has determinant 1, a continuity
argument shows that (6.16) has determinant 1. All this can of course also be
checked directly.

We now want a geometrical description of the rotation in=.H/ �D R
3 given by

Ad.q/. We know that the eigenvalues are 1 ande�i � where� is the angle of
rotation, and that an eigenvector for the eigenvalue 1 lies on the axis of rotation.

We immediately have

Ad.q/=.q/ D =.ad.q/q/ D =.q�1 q q/ D =.q/;
so=.q/ is an eigenvector with eigenvalue 1. Furthermore, the trace of (6.16) is
the sum of the eigenvalues which is 1C 2 cos� D 1C 2

�
cos2 �

2 � sin2 �
2

�
, on the

other hand the trace is also the sum of the diagonal

3q2
0 � q2

1 � q2
2 � q2

3

q2
0 C q2

1 C q2
2 C q2

3

D 1C 2
q2

0 � q2
1 � q2

2 � q2
3

q2
0 C q2

1 C q2
2 C q2

3

:
So we have

q2
0 � .q2

1 C q2
2 C q2

3/
q2

0 C q2
1 C q2

2 C q2
3

D cos2
�
2
� sin2 �

2
:

As
q2

0 C .q2
1 C q2

2 C q2
3/

q2
0 C q2

1 C q2
2 C q2

3

D 1D cos2
�
2
C sin2 �

2
;

we can conclude that

q2
0

q2
0 C q2

1 C q2
2 C q2

3

D cos2
�
2

and
q2

1 C q2
2 C q2

3

q2
0 C q2

1 C q2
2 C q2

3

D sin2 �
2
:

Thus

<.q/ D jqj cos

��
2

�
and =.q/ D jqj sin

��
2

�
r ;

or

<.q/ D jqj cos

��
2
C �� and =.q/ D jqj sin

��
2
C �� r ;

wherer is a unit vector in the direction of the axis of rotation. This shows in
particular that any rotation can be obtained in this manner, and that Ad.q/ D
Ad.q0/ if and only if q D �q0 for some� 2 R n f0g. In other words, the group of
special orthogonal matricesSO.3/ is homeomorphic to the real projective space
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RP
3 and (6.16) gives us a rational parametrization (of degree 2) ofSO.3/. This

was found by L. Euler in 1770 and the numbersq0, q1, q2, andq3 are therefore
called Euler parameters. Euler made his discovery 70 years before Hamilton
introduced the quaternions so it is of course possible to find (6.16) without the
quaternions, see eg. [25, Chapter 6].

If we have a curvet 7! q.t/ in H then differentiation of the equationq q�1 D 1,
yields �

q�1
�0 D �q�1 Pq q�1: (6.17)

If we haver .t/ D Ad.q.t//r 1, then

r 0.t/ D Pq r1 q�1 � q r1 q�1 Pq q�1

D � Pq q�1
� �

q r1 q�1
�� �q r1 q�1

� � Pq q�1
�

D ad
� Pq q�1� Ad.q/ r 1 D ad

� Pq q�1� r .t/ D 2=� Pq q�1�� =�r .t/� (6.18)

where we for ana 2 H have introduced theadjoint map,

ad.a/ V H! H V r 7! a r � r a D 2=.a/� =.r /: (6.19)

The last equality is a consequence of Problem 6.2.8 and shows that theangular
velocity is 2=� Pq q�1

�
, this gives in particular theinstantaneous axis of rotation.

We can now use this to analyse the motion of a freely rotating rigid body.

Example 6.1 Suppose we have a robot or some other body rotating in space. We will
consider two coordinate systems. Theworld systemwhich is fixed in space and thebody
systemwhich is fixed in the body. A vector can now be given by world coordinates.x0; y0; z0/ or by body coordinates.x1; y1; z1/, or equivalent by a world quaternionr 0 or
a body quaternionr 1. We now assume that the transformation from body coordinates to
world coordinates is given byr 0 D Ad.q.t//r 1. Equation (6.18) shows that the angular
velocity are given by!0 D 2=� Pqq�1

�
in world coordinates. In body coordinates we have

!1 D Ad
�
q�1

�!0 D Ad
�
q�1

�
2=� Pqq�1

� D 2=�q�1 Pq�:
On the other hand, ifI1 is the tensor of inertia andL0 andL1 are the angular moments in
the world and body system respectively, thenL1 D I1!1, and hence

!1 D I1�1
L1 D I1�1

Ad
�
q�1

�
L0:

Furthermore, ifjq.t/j D 1 for all t , then

Pq D 1

2
q!1 D 1

2
qI1�1

Ad
�
q�1

�
L0:
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Conversely assumeq.t/ is a solution to this differential equation, then

d

dt
jq.t/j2 D d

dt
<.qq/ D <. PqqC q Pq/ D 2<.q Pq/ D < �jqj2I1�1

Ad
�
q�1

�
L0
� D 0:

I.e., jq.t/j is constant. If we choose the axis of the body system in the principle direc-
tions, thenI1 is diagonal, with elementsI1; I2; I3 say. If the angular momentumL0 has
components�; �;  then2664

Pq0Pq1Pq2Pq3

3775 D 1

2

2664
�q1 �q2 �q3

q0 �q3 q2

q3 q0 �q1�q2 q1 q0

3775
24I �1

1 0 0
0 I �1

2 0
0 0 I �1

3

35

�
24q2

0 C q2
1 � q2

2 � q2
3 2.q1q2 C q0q3/ 2.q1q3 � q0q2/

2.q1q2 � q0q3/ q2
0 � q2

1 C q2
2 � q2

3 2.q2q3 C q0q1/
2.q1q3 C q0q2/ 2.q2q3 � q0q1/ q2

0 � q2
1 � q2

2 C q2
3

3524��
35 (6.20)

In the absence of exterior moments the angular momentumL0 is constant and we can
choose the world system with thez-axis in the direction ofL0. I.e., we may assume that� D � D 0, and D L D jL0j. In this case we obtain2664

Pq0Pq1Pq2Pq3

3775 D L

2664
�q1 �q2 �q3

q0 �q3 q2

q3 q0 �q1�q2 q1 q0

3775
264

q1q3�q0q2
I1

q2q3Cq0q1
I2

q2
0�q2

1�q2
2Cq2

3
2I3

375 : (6.21)

Alternatively, the components!1; !2; !3 of the angular velocity in the body system, are
determined by theEuler equations

I1 P!1 D .I2 � I3/!2!3;
I2 P!2 D .I3 � I1/!3!1;
I3 P!3 D .I1 � I2/!1!2; (6.22)

see [1]. Nowq.t/ is the solution to the differental equationPq D 1
2q!1, i.e.,2664

Pq0Pq1Pq2Pq3

3775 D 1

2

2664
�q1 �q2 �q3

q0 �q3 q2

q3 q0 �q1�q2 q1 q0

3775
24!1!2!3

35 (6.23)

If I1 > I2 > I3, then the angular velocity can be expressed in terms of elliptic functions,

!1 D
s

L2 � 2E I3
I1.I1 � I3/ cn.� � �0; k/;

!2 D �s L2 � 2E I3
I2.I2 � I3/ sn.� � �0; k/;

!3 D
s

2E I1 � E2

I3.I1 � I3/ dn.� � �0; k/;
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where�0 is determined by the initial conditions, and

� D s .I2 � I3/.2E I1 � L2/
I1I2I3

t; k D s .I1 � I2/.L2 � 2E I3/.I2 � I3/.2E I1 � L2/ ;
and 2E D q

I1!2
1 C I2!2

2 C I3!2
3 is twice the (constant) kinetic energy, see [23]. Alterna-

tively, we can take the equations I1!1 D Ad.q�1/L0 andjqj D 1 where we as before can
assume thatL0 D .0; 0; L/ and obtain

q1q3 � q0q2 D I1!1

2L
; q2

0 � q2
1 � q2

2 C q2
3 D I3!3

L
;

q2q3 C q0q1 D I2!2

2L
; q2

0 C q2
1 C q2

2 C q2
3 D 1:

The equations to the right yields

q2
0 C q2

3 D L C I3!3

2L
; q2

1 C q2
2 D L � I3!3

2L
;

and the equations to the left yields

q3.q2
1 C q2

2/ D q1I1!1 C q2I2!2

2L
; q0.q2

1 C q2
2/ D q1I2!2 � q2I1!1

2L
:

Thus

q3 D q1I1!1 C q2I2!2

L � I3!3
; q0 D q1I2!2 � q2I1!1

L � I3!3
; (6.24)

Inserting this in (6.23) yields

Pq1 D .I2 � I1/!1!2

2.L � I3!3/ q1 � 2E2 � L!3

2.L � I3!3/q2;
Pq2 D 2E2 � L!3

2.L � I3!3/q1 C .I2 � I1/!1!2

2.L � I3!3/ q2:
We have in particular that

q1 Pq2 � q2 Pq1 D .I2 � I1/!1!2

2.L � I3!3/ .q2
1 � q2

2/ C 2E2 � L!3

L � I3!3
q1q2:

We can write .q1;q2/ D r
L � I3!3

2L
.cos�; sin�/; (6.25)

and hence

q1 Pq2 � q2 Pq1 D L � I3!3

2L
P�:

All in all we have

2 P� D .I2 � I1/!1!2

L � I3!3
.cos2 � � sin2 �/ C 2E2 � L!3

L � I3!3
2 cos� sin�

D .I2 � I1/!1!2

L � I3!3
cos 2� C 2E2 � L!3

L � I3!3
sin 2�: (6.26)
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Problems

6.2.1 Show that if we consider the real part of a quaternion as a scalar<.q/ 2 R, and the
imaginary part as a vector=.q/ 2 R3, then multiplication of quaternions is given
by

<.q r/ D <.q/<.r / � =.q/ � =.r / (6.27)=.q r/ D <.q/=.r / C<.r /=.q/ C =.q/� =.r / (6.28)

Where we use the basisi; j; k to identify=.H/ with R3 so ‘�’ and ‘�’ makes sense.

6.2.2 Show that hq; r i D <.q r / (6.29)

defines an inner product onH. Show that 1; i; j; k are orthonormal with respect to
this inner product and that the modulus is given byjqj2 D hq;qi.

6.2.3 Let z1; z2; w1; w2 2 C, thenz0 C kz1; w0 C kw1 2 H. Show that

(a) .w1 C kw2/.z1 C kz2/ D w1 z1 � w2 z2 C k.w2 z1 C w1 z2/
(b) z1 C kz2 D z1 � kz2

6.2.4 Prove (6.10)–(6.12).

6.2.5 Consider the four 2� 2 complex matrices

�0 D �
1 0
0 1

� ; �1 D �
0 i
i 0

� ; �2 D �
0 1�1 0

� ; �3 D �
i 0
0 �i

� :
The matrices�1; �2; �3 are called thePauli spin matrices. Show that

� 2
1 D � 2

2 D � 2
3 D ��0�1�2 D ��2�1 D �3; �2�3 D ��3�2 D �1; �3�1 D ��1�3 D �2:

Consider the map� V H! span
R
f�0; �1; �2; �3g � C2�2 given by

� V q0 C iq1 C jq2 C kq3 7! q0 �0 C q1 �1 C q2 �2 C q3 �3:
Show that

�.q C p/ D �.q/ C �.p/� .q p/ D �.q/ � .p/� .q/ D �.q/T

jqj2 D det.� .q//
whereAT denotes the transpose of the matrixA.
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6.2.6 Let Lq V r 7! qr and Rq V r 7! rq be left and right multiplication respectively.
Show that the maps are linear over the reals and that their matrices with respect to
the basis 1; i; j; k are

Lq D
2664

q0 �q1 �q2 �q3

q1 q0 �q3 q2

q2 q3 q0 �q1

q3 �q2 q1 q0

3775 ; Rq D
2664

q0 �q1 �q2 �q3

q1 q0 q3 �q2

q2 �q3 q0 q1

q3 q2 �q1 q0

3775 ;
6.2.7 Let q0;q1;q2;q3 2 R and putq D q0 C iq1 C jq2 C kq3 2 H. Determineq i q,

q j q, andq kq. Prove that the mapH ! H V r 7! q r q is linear over the reals
and has the matrix2664

1 0 0 0
0 q2

0 C q2
1 � q2

2 � q2
3 2.q1q2 � q0q3/ 2.q1q3 C q0q2/

0 2.q1q2 C q0q3/ q2
0 � q2

1 C q2
2 � q2

3 2.q2q3 � q0q1/
0 2.q1q3 � q0q2/ 2.q2q3 C q0q1/ q2

0 � q2
1 � q2

2 C q2
3

3775
with respect to the basis 1; i; j; k.

6.2.8 Let q0;q1;q2;q3 2 R and putq D q0C iq1C jq2C kq3 2 H. Determineq i � i q,
q j � j q, andq k� k q. Prove that the mapH! H V r 7! q r � r q is linear over
the reals and has the matrix

2

2664
0 0 0 0
0 0 �q3 q2

0 q3 0 �q1

0 �q2 q1 0

3775
with respect to the basis 1; i; j; k.

6.3 Rational curves in the rotation group

If we want to specify a continuous motion throughR3 then the translation is spec-
ified by a parametrized curve inR3 and the rotation by a parametrized curve in
SO.3/. As we have just seen the latter can be given by homogeneous coordinates,
i.e., we just need a parametrized curve inR4 n f0g. Recall that a rational curve in
R

3 is given by a polynomial curve inR4 n f0g, and that we normally avoid0 by
havingpositiveweights!i > 0.

A (piecewise) polynomial curve of degreen in R4 n f0g gives us a (piecewise)
rational curve of degree 2n in SO.3/. Conversely, in [19] it is shown that an
(piecewise) irreducible rational curve of degree 2n in SO.3/ can be obtained as
the image of a (piecewise) polynomial curve of degreen in R4 n f0g. We don’t
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want to restrict ourselves to curves where all the control points have a positive
fourth coordinate, so we have to exercise some care in order to avoid0. Using
the convex hull property it is sufficient to demand that0 is outside the convex hull
of the control points, and in the case of a B-spline curve of degreen the strong
convex hull property shows that it is sufficient that0 is outside the convex hull of
anynC 1 consecutive control points.

A continuous rotation is often obtained by interpolation between certain fixed ro-
tations (like ‘key frames’ in a computer animation or ‘taught positions’ in robotics).
First we findunit quaternions given these rotations. They are determined up to a
sign and we choose the signs such that neighbouring quaternions are as close to
each other as possible. We can perform a normal interpolation inR

4 so as to ob-
tain a B-spline curve. Normally the interpolation points are so close together that
the resulting curve stays close to the unit sphere inR

4, i.e., it avoids0 and thus
can be used to define a curve of rotations that interpolates the given rotations.

The image of alinear Bézier curve.1� t/qC tr , t 2 T0; 1U in H n f0g �D R4 n f0g
is essentially arotationaround a fixed axis. More precisely

.1� t/q C tr D q
�.1� t/C tq�1r

�;
and we see that the continuous motion is composed by afixed rotation given by
q 2 H and a continuous rotation.1� t/ C tq�1r around a fixed axis=.q�1r /.
The trajectories are of course circles around the axis Ad.q/=�q�1r

� D =.rq�1/.
Problems

6.3.1 Let q.t/ be a rational Bézier curve inH n f0g with control pointsq0; : : : ; qn and
weights!0; : : : ; !n, and leti x1 C j x2 C kx3 2 =.H/ �D R

3. Find the control
points and the weights for the Bézier curve Ad

�
q.t/�x in =.H/ in the case where

the degree ofq is 1 and in the case where the degree is 2.
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central projection, 111,112, 116
change of coordinates, 85,86
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conjugation, 130
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coordinate patch, 83,84
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curve, 40
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fair, 48
fairing, 48
Frenet-Serret equations, 63
in space

Frenet-Serret frame, 57
in space

binormal vector, 57, 59
canonical form, 62
curvature, 58–60
Frenet-Serret equations, 58
Frenet-Serret frame, 57
normal plane, 57, 62
osculating plane, 57, 62
principal normal vector, 57, 59
rectifying plane, 57, 62
torsion, 57–60

natural parametrization, 43
oriented regular, 41
parameter, 40
parameter interval, 40
planar

canonical form, 54
curvature, 52
evolute, 55
Frenet-Serret equations, 51
intrinsic equation, 54
involute, 55
normal vector, 51
parallel curves, 55
radius of curvature, 53
tagent direction, 53

plane curvature, 51
plane radius of curvature, 51
porcupine plot, 47
radius of curvature, 46
rectifiable, 45
regular, 39, 41
regular parametrization, 39
reparametrization, 40, 41

orientation preserving, 40
orientation reverving, 40

retifiable, 45
secant, 42, 50

simple, 41
speed, 41
tangent line, 42
tangent vector, 41
tangent vector field, 41
torsion, 39
vector field, 42
velocity vector, 41
velocity vector field, 41

cylinder coordinates,94

Darboux frame,99, 99
de Boor point,seeB-spline curve, control

point
de Boor’s algorithm, 25, 26, 33, 34, 72–74
de Castelejau’s algorithm, 77
de Casteljau operator, 12, 69, 77

affine change of parameter, 18
de Casteljau’s algorithm, 10, 12, 68, 76

intermediate points, 14
developable surface, 124
difference operator, 69
differential, 91
direct de Casteljau step, 69
directed distance, 117
distance, 48
dual curve,124, 125
dual line,114, 114, 115,116
dual plane, 114,116
duality, 112, 113
Dupin indicatrix, 108

elliptic function, 134
elliptic point, 105, 106
envelope, 123, 124,125
Euclidean motion, 129
Euler equations, 134
Euler parameter, 133
Euler’s theorem, 103

Farin point,seerational curve, weight point
Ferguson curve, 3, 4
first fundamental form, 96
forward difference operator, 12



INDEX 145

freely rotating rigid body, 133
Frenet-Serret frame,99
full multiplicity, 29
fundamental property, 13

Gaussian curvature, 104, 106
generalized de Casteljau algorithm, 120
geodesic curvature, 99,101
Greville abscissas, 37

helicoid, 93,94
helix, 40, 50, 62
Hermite basis, 4
Hermite polynomials, 2
homogeneous coordinates, 111
hyperbolic paraboloid, 95
hyperbolic point, 105, 106

imaginary part, 130
inner knots, 29
inner product, 95
instantaneous axis of rotation, 133
inverse function theorem, 92
isometry, 131

knot insertion, 31
knot line insertion, 74
knot lines, 72, 73
knot sequence, 28, 29

refining, 31
knot vector,seeknot sequence

length, 130
line at infinity, 114
local coordinates, 83
local diffeomorphism, 89, 92
local expression, 90, 91
local parameters, 83
local parametrization,seecoordinate patch

mean curvature, 105, 106
Möbius,95, 95
Möbius transformation, 120
modulus, 130
Monge patch,94, 94

n-polar form, 21
normal curvature, 99,101, 101, 103
normal section, 101

osculating parabolid, 108

parabolic point, 105
parallel projection,116
parameter line, 83,84
parbolic point, 106
planar point, 105
plane at infinity, 115
point at infinity, 112
polar form, 21–25, 27

derivative, 23
polarization, 21
power basis, 2
principal curvature, 103, 104, 107
principal direction, 103, 104
projective embedding, 117
projective space, 111
projective transformation, 115
projectively invariant de Casteljau algorithm,

121
projectively invariant de Casteljau algorithm,

122

quartionions, 129

rational curve
weight point, 128

rational B-spline curve, 111, 119
rational Bézier curve, 111, 119
rational curve

convex hull property, 120
standard form, 121
variation diminishing property, 120
weight point,121, 121,127, 127,128
weights, 119

rational linear parameter changes, 120
rational tensor product B-spline surface, 127
rational tensor product Bézier surface, 126
rational triangular Bézier surface, 127
real part, 130
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rotattion, 129
ruled surface, 95

second fundamental form, 101
smooth overlap,86, 86
special orthogonal matrix, 129
spherical coordinates, 93,94
spherical region,98
stereographic projection,84, 84
stereographic projections, 119
surface

area, 98
curve

local representation, 87
normal vector, 88
orientable, 86, 89
orientation, 86
regular, 86
regular curve,87, 87
tangent plane, 88
tangent space, 87
unit normal vector, 88

surface of revolution, 94

tensor product, 67
tensor product B-spline surface, 72,73

affine invariance, 74
boundary curves, 74
control net, 72
control point, 72
cross boundary derivative, 75
figind, 73
partial derivatives, 74
strong convex hull property, 74

tensor product Bézier surface
control net, 68

tensor product Bézier surface, 68, 69
affine invariance, 69
boundary curves, 69
control point, 68
convex hull property, 69
cross boundary derivative, 71
degree elevation, 70
mixed derivative, 71

partial derivative, 70
subdivision, 70
twist, 71

torus, 95, 105
translation, 129
triangular Bézier surface, 76

affine invariance, 77
boundary curves, 78
control net, 76
convex hull property, 77
corner point interpolation, 78
cross boundary derivative, 82
directional derivative, 81
subdivision, 79–81

umbilical point, 105
unit sphere, 84

Weierstrass’ approximation theorem, 1, 9
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